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Chapter 1

Measuring and Modelling Image Structure: Introduction

This thesis is a collection of articles written during my Ph.D. study. Some have been published, others are of the status submitted. Some of the articles have been written in collaboration with coauthors, and for this reason have I chosen to include the articles as they were completed in their most final form. I have only taken the liberty to massage their formats to fit this thesis, i.e. rearranging some of the equations and figures, corrected a few errors according to the defense committee, and I have used a single common list of references.

The thesis is organised in two parts. The first part mainly concerns introduction to scale-space and information theory and their uses to solve practical problems. The second part focuses on more theoretical aspects of scale space and information theory. Each chapter is readable on its own, which I find appropriate for a thesis covering a number of different topics. This also implies that there are more than one introduction to scale-space etc., and that the level and notation is somewhat inconsistent between chapters. To emphasise the general scope of the thesis, three introductory chapters and a final summary have been written. First, below, will be given a very general introduction to image processing and information theory written in a manner not presupposing expertise in these fields. Each will end each of the two parts be preceded by an introduction of the chapters at a slightly more advanced level. Finally, the thesis is ended by an overall discussion of the work and interesting problems that the thesis has raised. We will now introduce image processing.

1.1 A Psychophysical Experiment

We would like to illustrate the task of image processing by a psychophysical experiment. Figure 1.1 shows a small part of an image as seen by a computer. We see that an image is a scalar valued function sampled on a grid. Each point on this grid we call a pixel, and scalar valued images we call gray scale images. Besides these facts, little information is available to guide the human visual system to the contents of this image. In Figure 1.2 is shown a little larger part of the

Figure 1.1: A scalar image as seen by the computer: Numbers arranged on a two dimensional grid.
1.2 Measuring Images

We will now take a closer look at the concept of images. The images considered in this thesis are all the result of a physical measurement process, or at least the simulation of one. The process is illustrated in Figure 1.4. A scene is investigated with a measurement device resulting in a discrete set of points arranged on a grid. This concept of images covers a large range of measurements, such as:

- **pictures** where the measure is on in-falling light,
- **medical images** where the measure can be either on the density of protons (magnetic resonance), the human body’s shadowing of X-rays (X-ray images or computer tomography) or the echo of ultrasound, and
- **statistics** where the measure is often on a probability density.

Figure 1.2: A larger subsection of the same image as seen in Figure 1.1. This time each pixel is represented by a small square with corresponding grayness. Even then, the image can be difficult to interpret by humans.
We call the measured image modality and the measurement process we call sampling. There is no restriction for the image to be a two-dimensional function. One-dimensional images are usually called signals, but fit easily into the concept of images. Also three and higher dimensional samples can and will be considered images.

As Figure 1.1 illustrates, each pixel in itself conveys very little information on what is being sampled. In many applications a detailed knowledge of the image modality is of utmost importance, but each image processing algorithm shares a number of common elements. Basic to all algorithms is that they examine the relation between neighbouring pixels. For instance many algorithms will try to estimate derivatives by examining the change of pixel values in pre-specified directions, an image may be preprocessed by filtering to reduce noise or a function may be fitted to the image samples. To give an example, consider the concept of an edge. Examining Figure 1.3 most people will agree that there exists a curve around the tomato which we may call the tomato’s edge. In contrast, the zoom in Figure 1.2 shows that the edge of the tomato is not quite so intuitive. Should we include or exclude the tomato flower? Can we give a precise position of the edge where the tomato overlaps the napkin? We might well find that the edge we choose depends on the contents that we perceive.

In addition, as we zoom into a microscope, we may either choose the edge defined by local information or by examining the steepness in the transition between light and dark pixels, or on global models such as the perceived tomato. Both approaches will be dealt with in this thesis, but we have experienced that the number and the complexity...
1.3 Reverse Engineering and Data Mining

We identify two trends in the fields of image processing and computer vision: Reverse engineering of the human visual system and data mining. The reverse engineering approach has two merits. Firstly, it is an excellent tool to study and learn human behaviour, and secondly, the human visual system is by far the most versatile and successful image processing system known to date. Data mining is the process of finding hidden patterns and relationships in data. The usual application area is databases, but we find it appropriate to use the term also for image analysis. Specifically, we will use data mining to mean the process of using systems that allow us to learn mostly from data. In this view, a computer is basically a visualisation tool that takes a complicated data set and transforms it into a carefully chosen feature set which can be visualised for human inspections. A simple example is the processing of three dimensional images such as computed tomography images from medical diagnostics. An example is shown in Figure 1.5. It takes years of training for a human to be able to interpret such images by hand. In contrast, a simple technique such as viewing only pixels with a specific value, also known as the isosurface, immediately simplifies this task. In Figure 1.6 is shown an isosurface corresponding to the grey tone of bone from the previous dataset. We see that three dimensional bone structures become much easier to understand once visualised as a surface.

Reverse engineering and data mining have different aims, but re-
1.4 A Guide to the Rest of the Thesis

The main focus of this thesis is on the interplay between image measurement and the modelling of structure. The thesis is organised in two parts. Part I will introduce some key aspects of modelling and measuring image structure. We will introduce the notion of measuring through linear scale-space, spend some time on modelling with differential geometry and the usage of catastrophe theory, and we will end with an introduction to model selection using Information Theory. For this we use two examples: images from a chemical system and images of characters from a fax document. The second part is more theoretical. In the first two chapters of Part II we take a closer look at gray value histograms and its sibling from information theory called generalized entropy. An obvious extension is to examine the evolution of histograms, while the function itself is smoothed by scale-space techniques. We will specifically study the mathematical structure of generalized entropies under smoothing transforms, and show how this can be used to select scales in images. Then we will study continuous histograms for one dimensional functions and show that the continuous histograms contain much information about the function itself. The last chapter in Part II we use information theory to examine a model selection algorithm from the field of neural networks called Optimal Brain Damage. We show that the Optimal Brain Damage algorithm has an unspecified implicit assumption on which neural networks to favour.
Part I

Practical Problems
Chapter 2

Practical Problems: Introduction

Structures in images have a wide variety of sizes, and a general image processing algorithm should be adaptable to the size of structures. An example is edges in images. Coordinates where the intensity change is maximal we call edge points, and the collection of edge points we call edges. In Figure 2.1 are several edges present. This is a 512 × 512 image, but that is in no way the intrinsic resolution. In fact there does not exist such a thing as the intrinsic resolution for an image. If this image is represented at smaller resolution, e.g. downsampled to a 256 × 256 image, then certain edges will not be visible. For instance, the feather contains many small edges that are not visible at smaller resolution, while the edge of the hat and the shoulder is still present. This is illustrated in Figure 2.2. A similar result will occur if the photographer was to move away from the object, but in contrast to downsampling moving the camera further away will reveal new parts of the scene at the image border.

Downsampling is a useful operation in image processing, since large structures become small, and small structures disappear. The set of sequentially downsampled images is the so called image pyramid. The

Figure 2.1: An image containing edges at many different scales.

Figure 2.2: The edge images at two different resolutions. LEFT: Edges of Figure 2.1. RIGHT: Edges of Figure 2.1 when the image is downsampled.
advantage of the Pyramid representation is that it allows us to design a single algorithm for the analysis of structure at pixel resolution, and reuse it for each image in the pyramid. This is equivalent to writing several algorithms that analyse structures in the original image at sizes $1 \times 1$ pixel, $2 \times 2$ pixels, $4 \times 4$ pixels etc., and apply them to the original image. Although the idea of the pyramid is good, only very few structures reside at integer exponents of the basic downsampling rate. For true scale independent algorithms we therefore seek a tool that allows us to represent an image at any downsampling rate in the least destructive fashion. We shall see that the Pyramid is only a crude representation of this tool and the best is found as the convolution with a Gaussian filter, where the standard deviation represents the downsampling factor.

Let us for a moment study the physics of a simple digital camera. A camera is a collection of light-sensitive material on a rectangular grid. Each pixel arises from an integration of the inflowing light during some time interval also known as the shutter speed. The integration has a positional dependency on the grid, and for mathematical convenience we will assume that the center is often the most sensitive part and the borders the least sensitive. If we assume that the positional dependencies are the same for all pixels, the process of taking an image can be written as the convolution of a filter with the incoming light sampled on the pixel grid, where the filter corresponds to the positional dependency. The classical 'image pyramid' belongs to this class of algorithms, using a uniform filter corresponding to the downsampling factor.

One may argue that the uniform filter is not the best choice, since an image of an image should not change the image qualitatively. Taking an image of an image is equivalent to performing two consecutive convolutions, and a well known result from mathematics states that two consecutive convolutions can be replaced by a single convolution with a modified filter. Assume that the same filter is used twice, then the modified filter is found by convolving the filter with itself. A filter will in almost all cases change shape by self filtering. For example, a uniform filter is changed to a triangular filter as shown in Figure 2.3. We may ask can we now find a camera with a uniform filter that produces the same result as produced by taking an image of an image with a uniform filter? The answer is no. Since self filtering of a uniform filter produces a triangular filter, this will in almost all cases result in a different image than that produced with any uniform filter. For all positive filters having finite variance there is one filter that stays qualitatively the same: the Gaussian filter (Cramer, 1946, p.215). A self filtering of the Gaussian is itself a Gaussian with the double variance. That is, we can easily find a Gaussian camera that produces the identical result as taking an image of an image using a Gaussian filter. In Figure 2.4 is a Gaussian filter shown. Thus, if we use the Gaussian filter in the downsampling process, we need not treat each level in a pyramid as produced by different

\[ (f * g) * h = f * (g * h) \]

1. This may not be true for most CCD cameras. Studies have been performed that indicate the border to be the most sensitive part of a CCD pixel cell.

2. A convolution is the mathematical term for the process of taking local averages. Given a function $f(x)$ and a profile $g(x)$ (also known as a filter, kernel, or distribution), the convolution of the two is defined as $f * g(x) = \int_{-\infty}^{\infty} f(\alpha)g(x - \alpha) \, d\alpha$, where $\alpha$ is a dummy parameter.

3. Convolution follows the associative rule: $f * (g * h) = (f * g) * h$. Thus if $h$ is the original image, then the consecutive convolutions can be replaced by a single with the filter $f * g$. 

Figure 2.3: The self convolution of a box filter. LEFT: A box filter. RIGHT: The box filter convolved with itself.
filters. As a side-remark, note that the sequence of \( n \) times self filtering of almost all filters will converge to a Gaussian filter when \( n \) goes to infinity. For most algorithms (at least those discussed in the present thesis) it is not necessary to downsample the result of filtering. In this way we get a relatively high-resolution even when comparing with the downsampled image. Through these arguments we have reached the Gaussian or linear scale-space. A general introduction to linear scale-space can be found in (Koenderink, 1984; Lindeberg, 1994; Sporring et al., 1997), and detailed review of the numerous axioms leading to linear scale-space can be found in (Weickert et al., 1997a). An introduction to nonlinear scale-spaces that can be used to direct filtering according to image contents can be found in (Weickert, 1998).

Linear scale space is a useful tool in image processing, and we have applied it to various tasks such as tracking chemical systems and coding blobs in black and white images. We will now shortly introduce Chapters 3-5.

2.1 Tracking Target and Spiral Waves

Differential geometry is a useful tool to define features in images. We have already hinted upon the concept of edges defined through differential geometry, and in Chapter 3 we give a detailed discussion on the problem of tracking spirals and ellipses in a sequence of images.

Taking derivatives is intrinsically an ill-posed problem. Take for example a simple function,

\[
f(x) = g(x) - \epsilon \cos(x/\epsilon^2),
\]

where \( \epsilon \) is very small. The second term can be thought of as unnoticeable high frequency noise. But in the derivative of \( f \), the second term becomes as large as \( \epsilon \) is small.

\[
\frac{\partial f(x)}{\partial x} = \frac{\partial g(x)}{\partial x} + 1 \epsilon \sin(x/\epsilon^2).
\]

In discrete data such noise is always present due to the discretization process. Thus any well-posed discrete differentiation operation should dampen the high frequencies. Gaussian filtering is a very effective method for dampening high frequencies. The calculation of derivatives of Gaussian filtered images is very conveniently done by filtering with the derivative of the Gaussian,

\[
\frac{\partial^2 f}{\partial x^2} = \frac{\partial^2 G}{\partial x^2}(x, y) = \frac{\partial^2 G}{\partial x^2}(x, y) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(\alpha, \beta) G(x - \alpha, y - \beta) d\alpha d\beta
\]

In Chapter 3 the chemical Belousov-Zhabotinsky reaction is considered. This is a dynamical system which if left alone in many cases will organise itself in spiral and elliptical or target patterns. The spirals and targets seem to originate from a center and in the experiments considered these centers move slowly as the reaction progresses. We are concerned with two aspects in relation to image processing: Finding the spiral and target centers and tracking them over time. The solution demonstrates the ease of which linear scale space can be applied to stabilise differential geometric features.

\footnote{A problem is ill posed in the sense of Hadamard (Hadamard, 1902), if the addition of an infinitely small term has an infinitely large effect.}

\footnote{Convolution corresponds to multiplication in the Fourier representation, i.e. \( F[f * g(x)] = F[f(x)] F[g(x)] \), where \( F \) is the Fourier transform. The Fourier transform of a Gaussian filter is a Gaussian with the inverse variance. Thus the convolution with a Gaussian filter dampens the frequencies exponentially.}
2.2 A Note on Differential Corner Measures

Scale-spaces are tools that simplify images. For the linear scale-space on a one dimensional function it can be shown that the number of extrema is non-increasing as scale increases. In Figure 2.5 is shown an example of a one dimensional function before and after filtering with a Gaussian function. We see that the number of extrema is reduced by Gaussian filtering, but also that the remaining extrema are dislocated from their original position. We may illustrate this for the complete set of scales by a fingerprint image as shown in Figure 2.6. This figure has been generated as follows. At each scale the position of the extrema is indicated by points on a line. The collection of lines is the fingerprint image. We see that pairs of extrema have a scale where they annihilate, except for two which will only join at scale infinity. The small extrema annihilate at small scales while large extrema annihilate at large scales. Thus if we wish large scale extrema in the original function, we may analyse the function at large scale and track the position of the extrema to low scale to improve localisation. The tracking is far from always as simple as the one dimensional example and often requires a careful study of the deep structure. Chapter 4 studies the deep structure of a small set of corner measures, defined through differential geometry.

The topological studies we will be concerned with in this and the following chapter will be the configuration of singular points. An example is the set of alternating maxima and minima for a one dimensional function. All functions having the same number of extrema belong to either one of two topologically identical function classes: Either the extremum for smallest $x$ is a minimum or maximum. The linear scale-space on a function $f$ has a set of scales where the function changes function classes. These events are called catastrophes. Pictorially, imagine the filming of a piece of wood being bent with increasing force. At some point the wood will break, but if we assume that the breaking takes infinitely short time, this is a catastrophic event, and the exact time of breaking will never be filmed. Always there will be two neighbouring frames: One with the complete piece of wood, and one with two pieces. This is illustrated in Figure 2.7. In our one dimensional example the bending force and the time increased. At
2.3 A Piecewise Polynomial Blob Representation

Figure 2.7: The filming of a piece of wood breaking.

some scale a pair of neighbouring maxima and minima will annihilate and disappear for almost all functions. This is a catastrophic event since the time for annihilation is infinitely short. We can thus only see a function before and after a catastrophe event, but the effect will be topologically apparent.

In two dimensions, the singular points are defined as the intersection between curves, and Chapter 4 examines corners defined as follows. The curves of constant intensity we call the isophote. All the isophotes will have an isophote curvature, and at some points on these curves there will be extremal curvature. The points of extremal curvature form lines in the image. We define a corner to be the intersection between an isophote and an extremal isophote curvature line. The catastrophe structure is investigated for this and similar corners, and in general we conclude that these measures are both annihilated and created as scale is increased.

2.3 A Piecewise Polynomial Blob Representation

We have in the previous sections seen that linear scale-space can be used to analyse structures of different sizes. We will in Chapter 5 study explicit models of image structure defined via differential geometry and see how linear scale-space can be used to speed up the modelling process.

There is no way around models when we wish to make sense of data, but we cannot consider all possible models. That is, for an image of size $N \times N$ with 256 different pixel values there are $256^N$ distinct models that we may consider. Even for relatively small image sizes this is a very, very large number! If for example the image has size $256 \times 256$, the number of distinct models is approximately $10^{8786}$. To get a feeling of how huge this number is, imagine we are to search a model space of this size, and we are able to check one model per second. It would then take us about $10^{38749}$ years to investigate all models. In comparison, the universe is only about $10^{15}$ years old. This implies that for any realistic task, we only have time to consider a very, very limited number of models. These we call the model class under consideration.

A model from the chosen model class will never fit the image exactly and in a sense need not. What is outside the model class we will call noise and with noise we imply randomness. The randomness can either be a true stochastic source (if such exists), a chaotic process, or the result of a number of minor but complicated processes that are not easily modelled. An example of such a noise process is the electronic noise introduced in cameras during the sampling process. It is important to note that the concept of noise only has meaning as the dual concept of models; one cannot speak of noise without implying a model since noise implies an error. Conversely, a model always defines the error or noise image. To model images thus implies the investigation of the model and the resulting noise.

Comparing a model with the implied noise is in no way trivial. We will now give a simple artificial example to illustrate this. The example is one dimensional, but the conclusions hold for any image. Consider $N$ data points such as shown in Figure 2.8. These data could for example be temperature measurements taken at the same time and day a number of years in succession. One question that one could ask is, what the general trend in the data is. Is there a rise or fall, and perhaps is the trend accelerating. To answer this, we must choose a model class. The choice should reflect the expectancy we have to the data, i.e. if we suspect periodic patterns then a sinusoidal model class would be appropriate. For the sake of the example we will choose polynomials. The class of polynomials are intimately linked to the notion of derivatives through the Taylor series\(^6\). In this class

\[^6\text{The Taylor series of a function } f(x) \text{ at } x = a \text{ is defined as the infinite sum,}\]

...
we have $N$ distinct models that minimise the mean square error\(^7\), the polynomials of order 0 to $N-1$. For the present dataset these are depicted in Figure 2.9. The noise signal is calculated by subtracting the model from the dataset, such that the sum of the model and the noise in the sample points yield the original dataset exactly, i.e. the model and the noise is an exact representation of the dataset. We thus have $N + 1$ different representations: The dataset without a model and the $N$ polynomials together with their noise signals. In terms of modelling, the dataset without a model is not very interesting, since nothing is modelled, i.e. no trend is identified. Likewise, the $N$-order polynomial is uninteresting since it fits the dataset exactly and thus has no or zero noise signal. The latter situation is identical of having no model. The complete signal is transformed onto another basis, the polynomial coefficients, and no trend is identified. None it is among the remaining $N + 1$ models that the interesting models are to be found.

Let us for the moment focus on the noise signal. The concept of noise is often attributed a statistical meaning in the sense that only the distribution of the signal value can be modelled, not its functionality. While this need not be, we will in this thesis subscribe to this view, since we find it reasonable that if the noise signal has a non-statistical term, i.e. something that we may include in the model class, the this should be included within all reasonable effort. We will thus concentrate on the statistical properties of the noise and this usually implies the investigation of the mean and the variance\(^8\). Higher order moments may be investigated, but these are often numerically difficult to estimate. We might also try to estimate a distribution of the statistics of the noise which again is an example of measuring and modelling as discussed in this thesis. In the present discussion, we will suffice with the studying of the variance, since the mean is assumed to be zero.

It is important to note that the true noise and the estimated or perceived noise are two different entities. Particularly, for all non-artificial signals the true noise is unobtainable! All that can be analysed is the

\(^7\)The mean square error for a dataset $X = \{x_1, y_1, \ldots, x_N, y_N\}$ and a function $f(x)$ is defined as $\sum_{i=1}^{N} (f(x_i) - y_i)^2 / N$.

\(^8\)The mean $\mu$ of a discrete source $X$ may be estimated as $\mu = \sum_{i=1}^{N} x_i / N$ where $x_i$ are samples of $X$ and $N$ is large. The variance $\sigma^2$ is usually estimated as $\sigma^2 = \sum_{i=1}^{N} (x_i - \mu)^2 / (N - 1)$. 

**Figure 2.8:** A one dimensional dataset.

**Figure 2.9:** The polynomials of order 0 to $N-1$ that minimise the mean square error.
2.3 A Piecewise Polynomial Blob Representation

difference between a model and the data, the perceived noise. However, given some weak assumptions on the signal, some may be said about the true noise from the perceived noise. In almost all cases, the variance of the perceived noise falls with increasing polynomial order. But as Figure 2.9 shows, even though the perceived noise of high order polynomials has low variance, the functions vary increasingly in between data points and seem very dependent on the particular noise. In this situation it is often said that the data is overfitted, since the stochastic part is sought fitted with a deterministic model. To illustrate this we have performed an experiment as shown in Figure 2.10. An artificial data source has been generated as follows: A line is sampled in ten points and the result is added normal distributed noise with zero mean and unit standard deviation. Several datasets were drawn from this source, and to each we fitted polynomials of various orders. The resulting functions were analysed for mean and variance and plotted in the figure. We see that the standard deviation of the fitted functions is a growing function of order, and in particular that the variance of first order polynomials is smaller than the variance of the noise. A similar experiment is shown in Figure 2.11. Here we have increased the number of sampling points of the source by a factor of ten. We see that when the number of samples is increased, the variance of the functions also decreases by the same factor.

The statistics of noise and the degrees of freedom in the model are two different measures that cannot be directly compared. One powerful conversion stems from information theory. The basic idea is that the best description of a dataset is the shortest, which is also sometimes called Occam's razor. The implication is that the elements in the model class are given a unique description of which we may calculate a description length, and likewise for the corresponding noise signals. The theory of descriptions is also called the theory of

\[ G(x, \mu, \sigma) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(\frac{-(x-\mu)^2}{2\sigma^2}\right) \]

\[ \text{William of Occam (1288-1348) did among other things formulate Occam's razor also known as the Law of Parsimony as "Essentia non sunt multiplicanda praeter necessitatem." (Entities should not be multiplied unnecessarily) according to the Catholic Encyclopedia, Electronic Version, 1996.} \]
coding, and essentially it implies that both the model class and the noise are assigned a probability. From the probability we then can calculate the lower bound on the description length using a very general class of descriptors, and the lower bound is thus a tool for model selection: That model which has the smallest lower bound is the one to select. In information theory this is called the method of Minimum Description Length (MDL), and in Statistics it is called the Maximum A Posteriori principle (MAP). The reader should note that while these two principles are very similar, only MDL takes direct account for the dependence on the size of the dataset. In our example, we thus have to assign a probability to each polynomial degree and parameter values. This is a hen and egg problem: how can the probability of a model be measured before the model class has been assigned probabilities, and vice versa? This problem becomes even greater if we do not have a number of datasets from the same source, that is, we have no possible way of estimating the probability for the model class. For this reason the probability for the model class is often called the expectancy and is usually a priori information. The description length principle could then be used to refine the expectancy, by choosing the expectancy that minimises the sum of descriptions over all datasets from the same source. In the best cases this is what an experienced data analyst will do in the first case. He will use his intuition to set the expectancy function to reflect the behaviour of the source. But similarly to the psychophysical experiment in Chapter 1, the refinement process relies on the first, subjective expectancy function, and thus new features can be difficult to identify.

Figure 2.11: A similar experiment as in Figure 2.10. This time the random source is sampled 10 times as densely.
Chapter 3

Tracking Target and Spiral Waves

3.1 Introduction

Target and spiral waves in biological, chemical, and physical systems have attracted much attention since the original discovery of such structures in the Belousov Zhabotinsky (BZ) reaction. Such spatial structures are also observed in convective Rayleigh-Bénard systems, in the aggregating phase of the slime mold Dictyostelium discoideum and intercellular Ca++ waves (Cross and Hohenberg, 1993; Field and Burger, 1985; Siegert and Weijer, 1992; Lechleiter and Clapham, 1992). In real experiments the observed patterns usually appear in the form of multiple target and spiral waves separated by more or less sharp boundaries or by regions of spatio-temporal chaos. In order to analyse the long time dynamics of such systems, a huge amount of experimental data must be processed. This type of time consuming analysis is typically performed after the experiments have been conducted, and it has until now only been performed automatically with methods which depend on the special physics or chemistry of the experiment under investigation (Hanusse et al., 1990; Grill et al., 1996; Winfree et al., 1996).

The method presented in this paper can identify elliptical and spiral waves independently of the mechanism of the pattern forming system. The method is therefore suitable for analysis of a large class of real as well as computer generated patterns. The method combines filtering techniques known as scale-space methods, differential operators on the image level and statistical methods (see Weickert et al., 1997a) and references therein). The method has time complexity O(n log n) where n is the number of pixels and t is the number of images, and identifies the coordinates of all centers and spiral tips in an image of 256 x 256 pixels within 40 sec when implemented in Matlab 5.1 on a HP9000/889 running HP-UX 10.20.

In Section 2 the details of the image processing method are described, and in Section 3 spiral and target centers are traced in 12 BZ experiments catalyzed by the metal complex ruthenium-tris-bipyridyl.

3.2 An Image Processing Approach

In the following we will describe an image processing approach to the analysis of the dynamics of patterns as generated by the Belousov Zhabotinsky reaction.

The image is an intensity surface sampled on a regular spatial grid \((x, y)\), resulting in a matrix of intensity values \(L(x, y)\). In Figure 3.1 are shown images of a target and a spiral pattern from the Belousov-Zhabotinsky reaction.

To study large scale behaviour of spiral patterns Grill et al. (Grill et al., 1996) have used the dynamics of the Points of constant intensity (loosely speaking the spiral tip). We have used an alternative approach by noting that the evolve of the wave fronts are temporarily located close to the center of the spiral and target pattern. We thus propose to define the center of spiral and target patterns to be the center of
the evolute of wave fronts. We will use the dynamics of this center to define the dynamics of the spiral and target patterns. An advantage is that a tracking only involves on the speed of the center and not on the orientation.

### 3.2.1 Calculating the Evolute

We will in the following examine the evolutes of isophotes and edges, where isophotes are curves of constant intensity, and edges are the locus of points of maximal intensity change. By examining the intensity change in the gradient direction we find the edges as the following equation:

\[
L_w^u = \frac{L_x^2 L_{xx} + L_y^2 L_{yy} + 2 L_x L_y L_{xy}}{L_x^2 + L_y^2} = 0
\]

(3.1)

The notation introduced in the above formula is a convenient shorthand and will be used in the rest of this article: \((x, y)\) is the Cartesian spatial coordinates, while \((w, v)\) is a local right hand coordinate system, where \(w\) is along the image gradient. This is called the gauge coordinate system. Hence, \(L_w^u\) is the second derivative of \(L\) along the \(w\) gradient axis. Note that the gauge coordinate system is undefined in extremal points, where the gradient length \(L_w = \sqrt{L_x^2 + L_y^2}\) is zero.

The evolute of a two dimensional curve is defined as the locus of points generated by the center of the osculating circle. For a circle the evolute is a point, and for a symmetrical spiral shown in Figure 3.2 (a) the evolute is limited by a circle as shown in Figure 3.2 (b).

The osculating circle is a geometrical interpretation of the curvature \(\kappa\) of a two dimensional curve; \(1/\kappa\) defines the radius of the circle, and the center lies on the line defined by the curve normal \(\vec{N}\).

For an isophote of an image \(L\), the normal is along the gradient direction

\[
\vec{N} = [L_x, L_y]/\sqrt{L_x^2 + L_y^2}
\]

(3.2)

and the curvature is calculated as

\[
\kappa \equiv \frac{L_w^u}{L_w} = \frac{L_x^2 L_{yy} + L_y^2 L_{xx} - 2 L_x L_y L_{xy}}{(L_x^2 + L_y^2)^{3/2}},
\]

(3.3)
Due to the discrete nature of images, edges will also be a discrete set of points and therefore also the evolute. Hence we work with the following set:

\[ \alpha_k = \{ (x, y) + \kappa^{-1} \nabla L(x, y) = k \}. \quad (3.4) \]

The evolute of the \( L_{uv} = 0 \) edges is estimated in the same manner as above simply by replacing \( L \) with \( L_{uv} \) in all the above equations and setting \( k = 0 \), i.e., evaluating on the zero isophote of \( L_{uv} \). For example, the curvature is found by

\[ \kappa' \equiv \frac{L_{uv}^2 L_{uvvy} + L_{uvwy}^2 L_{uvwx} - 2L_{uvwx} L_{uvy} L_{uvwy}}{(L_{uvwx}^2 + L_{uvwy}^2)^{3/2}}. \quad (3.5) \]

In this case up to fourth order derivatives are used to extract the curvatures on the edges. Note that \( \kappa' \neq L_{uvyy}/L_{uvwx} \) since the \( L_{uv} \) image has a different gauge coordinate system than \( L \).

The image derivatives can conveniently be estimated using Linear Scale-Space (see Weickert et al., 1997a) and the references therein, i.e., smoothing the image with a Gaussian kernel of standard deviation \( \sqrt{2\tau} \),

\[ L(x, y, t) = G(x, y, t) \star L(x, y), \quad (3.6) \]

where the original image is \( L(x, y) \) and \( t \) is the scale. The advantage of such an embedding is that it reduces the grid and noise effects, allows for a uniform analysis of image structures at all scales, and allows for a well posed estimation of spatial derivatives.

\[ L_{x'y'}(x, y, t) = G_{x'y'}(x, y, t) \star L(x, y). \]

In this manner, taking image derivatives of up to fourth order is not an imprecise process for appropriate \( t \) (see Blom et al., 1993; Haar Romney et al., 1994) for a noise analysis).

We will now demonstrate the difference between the isophotes and the edge approaches on a single image. In Figure 3.3, a single isophote has been shown for the two images together with the corresponding evolute set using Equation 3.3. Immediately we observe that the isophotes are very dependent on the large scale behaviour of the image. The spiral is for example lighter at the top than at the bottom, hence the isophotes can be seen as a dividing line. In this case heuristics must be introduced, and all isophotes with the large gradient lengths are included in the estimate. Still, the drawback of the evolutes of the isophotes is that they are only loosely coupled to the wave fronts.

In contrast as shown in Figure 3.4, we demonstrate the use of the curvature of the edges given by Equation 3.5. As it is seen, the edges follow the stroke structure better and the evolute set is less noisy.

### 3.2.2 Analysing the Dynamics of the Evolute

Each point on the edge contributes with one point to the evolute. Some of the points will be unrelated to the spiral of coherent patterns and may be interpreted as noise in the image, and some will be situated in clusters. For computational reasons, the easiest method of finding the cluster centers is to sample the evolute points on a regular grid, e.g., the same grid as the image is given by, and use Linear Scale-Space to locate the maxima. The scale space may be applied in two ways: Either by finding extremal points image by image or by stacking the images into
Figure 3.3: The above images show a single isolines (black lines) for the target pattern (a) and the spiral (c), and the resulting line segments (b) and (d) taken where the gradient is high and at scale $t = 8$.

Figure 3.4: The above images show the edge lines ($L_{enw} = 0$) for the target pattern (a) and the spiral (c) and the corresponding line segments (b) and (d) taken where the gradient is high and at scale $t = 8$. 
3.3 The Experiments

The chemicals used in the experiments were prepared from potassium bromate (Riedel-de Haën 30205), malonic acid (Aldrich M129-6), Ru(bpy)Cl₂ (Fluka 93307 Triis(2,2'-bipyridyl)ruthenium(II)-chloride Hexahydrate), sulfuric acid (J. T. Baker) and double distilled water. The chloride ions of the catalyst complex were replaced with sulfate ions using a column. The product was tested with a chloride selective electrode.

The experiments were performed in a 9 cm Petri dish and the reaction layer was 0.85 mm thick, i.e. with an aspect ratio $G_{eq} > 100$. The dish was placed in a thermostated compartment held at 25 ± 0.1 °C, which was purged with N₂ gas to avoid surface reactions between the reactants and O₂ in the atmosphere above the solution. The layer was illuminated from below with a 300 W Xenon arc lamp (Oriel model 66083). The lamp was equipped with a UV grade fused condenser and a photo-feedback system (Oriel model 68585) to obtain a homogeneous distribution of the light on the reaction layer. The light of illumination passed through a central bandwidth filter of 450 ± 10 nm. (Spindler & Hoyer). The intensity of the light in the reaction layer was 120 ± 10 mW cm⁻². Such low intensity does not perturb the

Figure 3.5: Validating the method on a simulated system. (a) shows the image of one component of a simulation of a spiral. The tip is moving. In (b) the detection of the center is shown. No cycloid motion is detected. In (c) magnification of the motion of the spiral tip is shown. Here cycloid movement is seen.
3.3 The Experiments

The chemistry of the chemical reactions, and in the following we do not consider any interactions between catalyst and light. Nevertheless, we obtained images with high contrast between the oxidised and the reduced areas of the reaction solution. The images of the reaction were captured with a CCD camera (VarioCam PCO CCD) with 720 × 540 imaging pixels, zoom optics (Fujinon TV Z 1:1.8/12.5 75) and a frame grabber (Imagraph Imaseq Chrom-P) before they were stored on a PC. After mixing the chemicals, the reaction solution was covered and left undisturbed. Band of travelling waves, oscillating centers and spirals developed spontaneously in the reaction layer, and the evolution of the patterns were monitored until they disappeared, in some cases for more than 1 hour depending on the concentrations of the chemicals.

3.3.1 Tracking Target Centers

The program is able to identify target centers. Waves emitted from such centers are often only visible for short times. Target centers are annihilated by travelling waves in the reaction layer because of their lower frequency. Long living target centers in ruthenium catalyzed experiments eventually become distorted from circular to elliptic geometry or even more irregular shapes, which make them difficult to identify. Target centers in the ruthenium catalyzed reaction can move through the reaction solution, as it is seen in Figure 3.6. This center is detected by the program for an interval of 14 min, in which it moves 5.6 mm with a mean speed of 0.39 mm min⁻¹. The speed of the center is not constant while it was observed. The speed oscillates aperiodic around a mean value, such that the position of the target center is sometimes almost fixed, while occasionally it moves through the solution.

3.3.2 Tracking Spiral Centers

In the experiments spirals are the dominating spatial structure. In total we have traced the paths of 37 spiral centers in 12 experiments with different values of [H₂SO₄], [BrO₅⁻]₀ and [MA]₀. The initial concentration of the catalyst is fixed to 0.34 mM in all experiments. In

Figure 3.6: In (a) the path of a target center is shown for an experiment with [H₂SO₄] = 0.4 M, [Br₂O₅⁻]₀ = 93.2 mM and [MA]₀ = 93.2 mM. The arrows indicate the direction of movement. In (b) the mean velocity of the target center is shown as function of time.
3.3 The Experiments

<table>
<thead>
<tr>
<th>Name</th>
<th>[H₂SO₄] /M</th>
<th>[Br₂O₅] /mM</th>
<th>[MA₃] /mM</th>
<th>Length /mm</th>
<th>Time /sec</th>
<th>&lt; v &gt; sec/mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>ru233</td>
<td>1.0</td>
<td>93.2</td>
<td>93.2</td>
<td>6.8</td>
<td>59.0</td>
<td>0.11</td>
</tr>
<tr>
<td>ru238</td>
<td>1.0</td>
<td>46.6</td>
<td>93.2</td>
<td>16.6</td>
<td>44.0</td>
<td>0.36</td>
</tr>
<tr>
<td>ru237</td>
<td>1.0</td>
<td>46.6</td>
<td>139.8</td>
<td>7.2</td>
<td>16.0</td>
<td>0.44</td>
</tr>
<tr>
<td>ru202</td>
<td>0.8</td>
<td>139.8</td>
<td>139.8</td>
<td>8.4</td>
<td>29.0</td>
<td>0.28</td>
</tr>
<tr>
<td>ru208</td>
<td>0.8</td>
<td>93.2</td>
<td>93.2</td>
<td>5.6</td>
<td>42.0</td>
<td>0.13</td>
</tr>
<tr>
<td>ru213</td>
<td>0.8</td>
<td>93.2</td>
<td>46.6</td>
<td>12.9</td>
<td>36.0</td>
<td>0.35</td>
</tr>
<tr>
<td>ru213</td>
<td>0.8</td>
<td>93.2</td>
<td>46.6</td>
<td>20.6</td>
<td>46.0</td>
<td>0.45</td>
</tr>
<tr>
<td>ru100</td>
<td>0.4</td>
<td>93.2</td>
<td>93.2</td>
<td>11.0</td>
<td>54.0</td>
<td>0.20</td>
</tr>
<tr>
<td>ru100</td>
<td>0.4</td>
<td>93.2</td>
<td>93.2</td>
<td>11.4</td>
<td>54.0</td>
<td>0.21</td>
</tr>
<tr>
<td>ru101</td>
<td>0.4</td>
<td>93.2</td>
<td>46.6</td>
<td>18.6</td>
<td>50.0</td>
<td>0.37</td>
</tr>
<tr>
<td>ru191</td>
<td>0.4</td>
<td>93.2</td>
<td>46.6</td>
<td>11.5</td>
<td>48.0</td>
<td>0.23</td>
</tr>
<tr>
<td>ru291</td>
<td>0.2</td>
<td>233.1</td>
<td>93.2</td>
<td>7.8</td>
<td>23.0</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Table 3.1: The characteristics of 12 spiral centers detected in 9 different experiments. The subscripts on the names of the paths refer to different paths detected in the same experiment.

Table 3.1 the characteristics of 12 paths are listed, together with the different combinations of the chemicals used. The subscript numbers refer to a numbering of the trajectories observed in the same experiment. Note, in this table how centers detected in the same experiment can have different mean speeds.

Figure 3.7 shows trajectories of motion of spiral and target centers in six different experiments. The trajectories are superimposed on images taken halfway through each experiment. The analysis is performed for all the subimages indicated by black squares. The examples were selected to show typical types of motion of the observed patterns. The experiments ru10 Figure 3.7 (a) and ru102 Figure 3.7 (b) are typical and contain mainly spiral centers moving along straight or slightly beaded curves. In experiment ru102 Figure 3.7 (b) a big spiral in the center of the image moves perpendicular to the trajectories of the other detected centers to the upper left in the image.

Figure 3.7: Examples of large scale motion of a spiral and target pattern. The movement of the centers are shown superimposed on the midway image. The 256 x 256 subimage analysis is indicated by a box. Not all paths shown correspond to centers present in the midway image. In general the target patterns are much more unsymmetrical than the spirals. The noisy paths shown in (c) are due to early target patterns.
3.3 The Experiments

The reaction becomes turbulent shortly after the time of the shown image, and the spiral dissolves in turbulent waves without any detectable centers. Experiment ru119 Figure 3.7 (c) shows a successful tracking of centers in an image with a low level of noise. Experiment ru213 Figure 3.7 (d) demonstrates a complicated s-shaped movement of a spiral center. In this experiment the noisy paths are due to some early very elongated target patterns, for which it is difficult to define a true center. The experiment ru238 Figure 3.7 (f) shows bended as well as almost straight trajectories within the same experiment.

For the spiral centers we find that the mean speed of different centers observed in the same experiment can vary more than a factor 1.5, see Table 1. In all experiments the spiral centers move, but characteristics such as the length of the paths, the observation time and the mean speed of the centers are different. Under our experimental conditions we have not been able to relate the mean speed of a spiral center to $[\text{H}_2\text{SO}_4]$, $[\text{BrO}_3^-]$ or $[\text{MA}]_0$. This property of spiral centers is in contrast to the empirical relation found by RamReddy et al. (Reddy et al., 1994) for the velocity of travelling waves: $v \propto \sqrt{[\text{H}_2\text{SO}_4][\text{BrO}_3^-]}$. As an example we find the fastest moving spiral center has $<v> = 0.45$ mm min$^{-1}$ at $[\text{H}_2\text{SO}_4] = 0.8$ M, $[\text{BrO}_3^-]_0 = 93.2$ mM and $[\text{MA}]_0 = 46.6$ mM; while the slowest moving center with $<v> = 0.13$ mm min$^{-1}$ is found at almost identical reactant concentrations $[\text{H}_2\text{SO}_4] = 0.8$ M, $[\text{BrO}_3^-]_0 = 93.2$ mM and $[\text{MA}]_0 = 93.2$ mM. See the trajectories ru213 and ru238 in Table 1. In both experiments the velocities persisted for more than 45 min. The speed of the moving spiral centers can be grouped in three different types, as it is illustrated in Figure 3.8 for three typical systems. The mean speed of the center shown in Figure 3.8 (a) is initially decreasing, later it becomes almost constant. This is the most common development observed. In Figure 3.8 (b) the speed oscillates slightly around its mean value throughout the experiment, and the spiral moves with almost constant velocity. The fluctuations at the end of the detection period are due to noise. The mean speed of the center shown in Figure 3.8 (c) initially is growing until it passes

![Figure 3.8: The time development of the speed of three spiral centers detected in the experiments ru99, ru213 and ru233 with the following initial conditions. (a): $[\text{H}_2\text{SO}_4] = 0.4$ M, $[\text{BrO}_3^-]_0 = 93.2$ mM, $[\text{MA}]_0 = 93.2$ mM. (b): $[\text{H}_2\text{SO}_4] = 0.8$ M, $[\text{BrO}_3^-]_0 = 93.2$ mM, $[\text{MA}]_0 = 46.6$ mM. (c): $[\text{H}_2\text{SO}_4] = 1.0$ M, $[\text{BrO}_3^-]_0 = 93.2$ mM, $[\text{MA}]_0 = 93.2$ mM.](image)
3.3 The Experiments

The trajectory corresponding to this velocity profile is seen in Figure 3.7 (c).

The directions in which the spiral centers move can also be grouped into three types. These are shown in Figure 3.9. The most typical shapes of the trajectories are slightly curved paths as shown in Figure 3.9 (a). This path is 20.6 mm long, and the spiral center is first detected in the interior of the dish. The center is also seen in Figure 3.7 (d) as several centers are detected in the same area of the reaction layer they will most often move in the same direction, as it is seen in the experiment run 101 in Figure 3.7 (d) and (f). The trajectory shown in Figure 3.9 (b) is an example of a more curved path, where the direction of movement turns nearly 360 degrees within the 5.4 min the center is observed. The characteristics of this center and a nearby detected center are both listed in Table 3.1. These two centers have almost identical mean speeds. In Figure 3.9 (c) an example of a s-shaped curve is shown. This spiral center is observed in 1 hour, but the speed of the center is slow.

In several cases, spirals are initially formed as pairs of counter rotating centers. Each spiral can then grow, if the distance between the centers grow during time. We have investigated the double spiral centers formed spontaneously in the experiments in order to detect similarities and differences in such pairs. In Table 3.2 we list the characteristics of 6 centers. The first 4 centers are formed as pairs, The 2 last centers, which develop close to each other in the experiment run13, are listed for comparison. In Figure 3.10 the typical development of the trajectories of a double center is shown in (a). In (b) the distance between the 2 centers as function of time is shown. Spontaneously formed double centers are common in our experiments, but many centers do not move away from each other. If the spiral centers move far away from each other the distance grows linearly with constant speed as shown in the blot. In Figure 3.10 (c) an example of two atypical centers are shown. These centers are also initially formed as a pair.

The diameter of the petri dish is 9 cm. In most cases the we find the direction and velocity of different centers are related over short

Figure 3.9: Three typical trajectories of spiral centers. The initial conditions are: (a): [H₂SO₄] = 0.8 M, [BrO₅]₀ = 93.2 mM, [MA]₀ = 46.6 mM; (b): [H₂SO₄] = 0.4 M, [BrO₅]₀ = 93.2 mM, [MA]₀ = 93.2 mM, and to the (c): [H₂SO₄] = 1.0 M, [BrO₅]₀ = 93.2 mM, [MA]₀ = 93.2 mM.
3.3 The Experiments

Figure 3.10: In (a) is shown the trajectories of two spiral centers initially formed as a double spiral with reactant concentrations \([\text{H}_2\text{SO}_4]=0.8\ \text{M}\), \([\text{BrO}_3^-]_0=93.2\ \text{mM}\), and \([\text{MA}]_0=93.2\ \text{mM}\). In (b) the distance between the two centers shown in (a) are calculated as function of time. It is seen that the distance between the centers grows almost linearly. In (c) are the trajectories of a different pair of centers shown. They were initially formed as a double center and move in a fashion so their trajectories cross.

Table 3.2: Characteristics of the paths traced by two double centers in the experiments ru99 and ru101 and two single centers in the same part of the dish in the experiment ru99. The speed is of the individual centers. The indices in the first column refer to different paths in the same experiment.

<table>
<thead>
<tr>
<th>Name</th>
<th>[H\textsubscript{2}SO\textsubscript{4}] / M</th>
<th>[BrO\textsubscript{3}\textsuperscript{-}] \textsubscript{0} / mM</th>
<th>[MA] \textsubscript{0} / mM</th>
<th>Length / mm</th>
<th>Time / sec</th>
<th>&lt; v &gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>ru99</td>
<td>0.4</td>
<td>93.2</td>
<td>93.2</td>
<td>7.6</td>
<td>33.6</td>
<td>0.23</td>
</tr>
<tr>
<td>ru99s</td>
<td>0.4</td>
<td>93.2</td>
<td>93.2</td>
<td>16.6</td>
<td>54.0</td>
<td>0.31</td>
</tr>
<tr>
<td>ru101</td>
<td>0.4</td>
<td>93.2</td>
<td>46.6</td>
<td>9.1</td>
<td>34.0</td>
<td>0.26</td>
</tr>
<tr>
<td>ru101s</td>
<td>0.4</td>
<td>93.2</td>
<td>46.6</td>
<td>9.3</td>
<td>54.0</td>
<td>0.17</td>
</tr>
<tr>
<td>ru213</td>
<td>0.8</td>
<td>93.2</td>
<td>46.6</td>
<td>20.6</td>
<td>46.0</td>
<td>0.45</td>
</tr>
<tr>
<td>ru213s</td>
<td>0.8</td>
<td>93.2</td>
<td>46.6</td>
<td>12.9</td>
<td>36.0</td>
<td>0.35</td>
</tr>
</tbody>
</table>

3.4 Discussion

A system for automatic tracing of large scale dynamics of spiral and target waves has been presented. It uses a new operational definition of the center of spiral and target waves based on the evolute of the waves. Although computation of the evolute as presented uses up to fourth order spatial derivatives, it is very stable both with respect to contrast and noise. This is due to the use of the Linear Scale-Space techniques and natural integration over a large support.
identification of spiral and target patterns in experimental data.

By preliminary experiments we expect that other types of geometrical wave configurations may be identified by the use of Linear Scale-Space, e.g. the cusp in the interface between two platlar waves. This is left for further development.

From the application of the method to large aspect ratio wave patterns in the ruthenium catalyzed BZ reaction we have found no simple correlations between the patterns of waves of the individual centers and the concentrations of the main reactants. We have, however, found a strong indication of local correlation of the speed and movement of centers arranged in a slowly changing superstructure of regions, but a detailed explanation requires more experiments.
Chapter 4

A Note on Differential Corner Measures

4.1 Introduction

Corner detection plays a central role in many image analysis applications ranging from character recognition to landmark identification. The literature on corner detection roughly divides into two classes. Some use explicit models, see e.g. (Rohr, 1992) for an overview. Others use derivative expressions like the Gaussian curvature, the structure tensor (interest operator, second moment matrix), expressions involving the isophote curvature, and the curvature of Canny edges, see e.g. (Rohr, 1994) for an overview.

One subclass of the latter is corners defined as extremal points of the isophote curvature times the absolute gradient length to some power $a$:

$$ C = |\nabla L|^a \kappa = L_u^a L_v$$

(4.1)

where we have used notation $u$ being the gradient direction and $v$ the (perpendicular) tangent direction of the isophote in a right hand coordinate system $(u,v)$. Kitchen and Rosenfeld (Kitchen and Rosenfeld, 1982) suggested to use $a = 1$, Zuniga and Haralick (Zuniga and Haralick, 1983) proposed $a = 0$, and Blom (Blom, 1992) and Lindenberg (Lindeberg, 1994) investigated $a = 3$.

The advantage of using a corner measure with $a > 0$ is that the product will focus on high isophote curvatures close to high contrast edges. There are two special values of $a$ that deserve a note: $a = 0$ is invariant under monotonic transformation of the image intensities (morphological invariance), and $a = 3$ is invariant under affine transformations (the angle of the corner).

We will investigate the above subclass of corner measures in an embedded Gaussian Scale Space (see (Weickert et al., 1997a) and the references therein):

$$ L(x,t) = G(x,t) * L(x) $$

where the original image $L(x)$ is convolved with a Gaussian $G$ of variance $2t$.

The advantage of such an embedding is that it reduces the grid and noise effects and allows for a uniform analysis of corners of all sizes or resolutions. The disadvantage is that the corners are dislocated at high scale and should be traced back to low scale in order to improve their location. We will show that this process - although common in the literature - is problematic due to the complicated catastrophe structure across scale.

We will sketch the catastrophe structure in two different settings. Firstly, by examining the spatial singularity structure of the corner measures. However, Rieger (Rieger, 1992) noted that such corner points usually do not correspond to corners of Canny edges. Therefore in a second approach we will extend Rieger's analysis of corners on Canny edges to edges defined as single isophotes.

Related to this work in terms of Catastrophe Theory is Damon (Damon, 1997), Rieger (Rieger, 1992; Rieger, 1995), Griffin & Colchester (Griffin and Colchester, 1995), Olsen (Olsen, 1997), and Johansen (Johansen, 1997).

---

1 An earlier version of this work has been published in a conference proceeding (Sporring et al., 1998). The current version is submitted for journal publication as: Jon Sporring, Mads Nielsen, Joachim Weickert, and Ole Fogh Olsen, "A Note on Differential Corner Measures".
4.2 Image structure

Assume a multiscalar 2D image \( L(x, y, t) : \mathbb{R}^2 \times \mathbb{R} \rightarrow \mathbb{R} \), where \( x, y \) are the spatial coordinates and \( t \) a scale parameter. We are interested in spatial point features defined as the intersection of zero loci of two differential expressions: \( A(x, y, t) = 0 \) and \( B(x, y, t) = 0 \). In our case of corners, this may be \( A = \partial_x^2 \) and \( B = \partial_y^2 \), where \( C = \left| \nabla L \right| \). Let \( a \in [0; 3] \), or in the case of corners constrained to a simple iso-photometric condition: \( \hat{A} = A = \partial_x \) and \( \hat{B} = \partial_y \). We analyse the scale-space curves satisfying these equations at points where the tangent of the curve is not pointing directly in the scale direction, we may introduce a local parameterisation of the curve:

\[
A(x, y(x), t(x)) = 0, \quad B(x, y(x), t(x)) = 0
\]

such that it is identified by the two scalar functions \( y(x) \) and \( t(x) \). By differentiation with respect to \( x \) and solving a linear system of equations, we obtain:

\[
l_x = \frac{A_x B_y - B_x A_y}{A_x B_y - A_y B_x}
\]

The denominator is only zero when the tangent of the curve points in the direction opposite to the gradient of \( L \). The numerator is zero. These points correspond generically to two curves that meet at one scale yielding an annihilation or creation of a pair of feature points. Whether it is an annihilation or creation for increasing scale can be accessed through the sign of \( l_{xx} \): negative for annihilation and positive for creation. If the second order structure \( l_{xx} \) vanishes, we get an event of even higher order.

The Gaussian scale space image satisfies the heat equation \( \partial_t \psi = \nabla^2 \psi \), changing the general program of catastrophe theory slightly (Damon, 1997). To describe the local jet in space and scale we develop the image in heat polynomials, i.e., polynomials satisfying the heat equation. In 1D they can be generated by the following recursion formula

\[
v_n = x v_{n-1} + 2(n-1) v_{n-2}, \quad v_0 = 1, \quad v_1 = x.
\]
4.3 Experiments on Characters

The experiments we have performed are on binary images of characters. The quantization implies that the images are non-generic at lowest scale but will behave as a generic image, that is, will be close to the hat isophote (midway between light and dark), and we may hence approximate their behaviour as the behaviour of the mid-isophote. This also suggests that the image will evolve initially according to Euclidean Shortening Flow, since the isophotes evolve according to

\[ \partial_t S = (\kappa + L^a)^{-3/2} \]

in Linear Scale Space, where \( S \) is an isophote, \( \kappa \) is its curvature, and \( \hat{N} \) is its normal (Osher and Sethian, 1988). We will thus expect creations to be high scale phenomena.

In Figure 4.1, 4.6 some experiments on the letter ‘C’ are shown. From these experiments we conclude that both the spatial extremal and the single isophote approaches display similar behaviour w.r.t. the following points:

- Creation events occur, localisation is poor at high scale, and finally, the number and localisation of critical points at low scale is similar for all \( a \), but the evolution is very different.

Conversely, the spatial extremal approach is very sensitive to noise with respect to the topology (notice the shear explosion in critical points in Figure 4.1 in comparison with Figure 4.2). The single isophote approach is so stable that we have chosen not to display the noisy version of Figure 4.5; there was no visual difference.

Finally, we conclude by Figure 4.6 that, when the corners of a single isophote are ordered according to their absolute strength, varying \( a \) changes this ordering. Notice especially that the peak at approx. arc-length 40 is practically removed when \( a \) is increased while its neighbour at approx. arc-length 20 becomes the dominating corner point for \( a = 3 \).

4.4 Summary

We have studied the family of corner measures \( \kappa |\nabla L|^a \) for \( a \in \{0, \ldots, 3\} \) embedded in Gaussian Scale Space. Two approaches have been used:

Figure 4.1: Critical points of the noiseless image of ‘C’ for \( a = 0, \ldots, 3 \) counting from right to left and top to bottom.
Figure 4.2: Critical points of a noisy image of ‘C’ for $a = 0, \ldots, 3$. The noise is identically and independently normal distributed noise with mean 0 and standard deviation 5.

Figure 4.3: Critical points of the mid-isophote of ‘C’ for $a = 0, \ldots, 3$. The structure for the noiseless and noisy image are visually equal.
Figure 4.4: Stereo pairs showing a zoom of Figure 4.1 for (TOP) $a = 0$ and (BOTTOM) $a = 1$.

Figure 4.5: Stereo pairs showing a zoom of Figure 4.1 for (TOP) $a = 2$ and (BOTTOM) $a = 3$. 
4.4 Summary

The catastrophe structure of both the spatial extrema of the corner measure and the extrema along the isophote.

For both approaches we have concluded that the value $a = 1$ seems to be the simplest with respect to the number of catastrophes, especially for $a = 0$ many catastrophes appear.

Finally, the isophote approach has been shown to shift the focus away from high isophote curvature points for $a > 1$. The resulting corners do not correspond well with intuition.

Figure 4.6: $L_{\text{iso}}^a - L_{\text{un}}$ for the letter $c$ at $l = 61.8$ and for $a = 0, \ldots, 3$. For the isophote curvature ($a = 0$) the arc-length function begins on the outer side of $\cdot c$, reaches the sharpest corner corresponding to the maximal peak, travels along the inner side of $\cdot c$, yielding negative curvature and reaches the onset of the outer part again at approximately arc-length 90. The same arc-length function is used for the other corner measures as well.
Chapter 5

A Piecewise Polynomial Blob Representation

5.1 Coding Office Documents

Many office documents scanned for electronic storage or transmission consist mainly of black and white text and figures. Such data are often the result of a geometrical description. For instance, characters in the Postscript language and the MetaFont program are represented by a collection of polynomials, and figures often consist of line drawings.

A full page is roughly ninety square inches, and with a scanning resolution of six hundred dots per inch this corresponds to thirty million black and white pixels or four megabytes. On the other hand, a full page of text consists of only approximately five thousand characters out of an alphabet of about two hundred and fifty possible. That is, five kilobytes of information.

It would seem that storing or transmitting a document as black and white pixels is grossly wasteful. But the page carries other information than just the characters. It is set in a certain font and with a certain page design, which if neglected seriously worsen reading quality.

Several compression systems have been suggested to date. Some systems try to identify the font and then encode the document as ASCII augmented with character placement, but since the number of fonts increase each day, the task becomes increasingly difficult. Also, errors in these systems, where the wrong font or type is identified, are very disturbing to the human eye.

The most popular systems are based on the algorithm CONTEXT (Rissanen, 1983). This algorithm completely disregards the geometrical content and compresses solely based on the statistics of the neighboring pixels. Such systems are highly successful in terms of compression, but they have some disadvantages. Firstly, it is a one-dimensional system which scans the document line wise partitioning the document into what has been read and what has not. I.e. the full two dimensional structure is not used. Secondly, these systems do not use a model class which is close to what originally produced the data. At low scanning resolution, the discretization noise will be dominating which corresponds well with the model class used by the algorithm CONTEXT, but at high scanning resolution the noise will be less prominent. Here, it is possible to do better by choosing a geometrical based model class. Finally, the model is not present in an analytical form. Therefore, there is only a limited possibility to decode at various resolutions.

This report is on the compression of blobs or more precisely of coherent structures such as a character. The blobs are representable by their contours, since each contour is closed, and the filling of the space between contours can easily be asserted, e.g. by the odd/even fill rule: Examine any straight line on a page starting from a known colour, and flip colour each time a contour is crossed.

The blobs are segmented and combined into an alphabet of symbols by an external process. The goal of this work is to code the alphabet in a lossless manner, by splitting the code into an analytical model and a noise signal. It is the underlying intent to investigate the usability of the model alone as a lossy code.

The list of literature, where geometrical descriptors are studied, is extremely long, but we especially found (Lindeberg and Li, 1997; Rosin

---

1 An earlier version of this chapter has been published as a technical report (Sporring, 1998).
and West, 1995; Chen and Chin, 1993) to be valuable in this context. It seems that the novelty of this work is to combine the myopic view of differential geometry with information theory to gain a connection between local and global models. Connecting local and global is not possible without comparison of description complexity with the error of the approximation. The Minimum Description Length methodology (Rissanen, 1989; Rissanen, 1996) may be the best for this means.

This chapter is organised as follows. First we will introduce the imaging model of Linear Scale-Space, and demonstrate how this model enables us to extract geometrical information from the image in a consistent fashion. Then we will discuss various geometrical descriptors in relation to compression and finally we will discuss the theory of descriptive complexity and MDL and we will demonstrate an algorithm for compressing images of text on an alphabet of 158 blobs of various size.

5.2 Linear Scale-Space Analysis

The shapes to be coded will be characters formed by a collection of polynomials, converted to very high resolution raster and printed, and finally scanned by a fax machine at high resolution. The result is a binary function sampled on discrete grid also called the image. To ease geometrical measurements on such data we will use the theory of sampling called Linear Scale-Space.

Linear Scale-Space was first introduced by Iijima in 1962 (Iijima, 1962; Iijima, 1971; Iijima, 1972; Weickert et al., 1997a) as a descriptive tool for signal analysis, and then rediscovered in 1983 by Witkin and Koenderink (Witkin, 1983; Koenderink, 1984). Linear Scale-Space is an axiomatic derivation of an imaging model. The model is useful in several ways. Firstly, it greatly reduces grid effects, which is a direct result of the sampling process and hence has only little to do with the process being sampled. Secondly, it allows for a well posed differentiation of sampled signals, which in turn allows for the use of differential geometrical tools on sampled signals. Finally, it is an algorithmically unifying approach to analyse signals and images for contents of different sizes (Florack, 1997).

We will now shortly review the basis of Linear Scale-Space. The essence of Linear Scale-Space is smoothing with isotropic Gaussian kernels,

$$L = I * G(t),$$

where $*$ is the convolution operator, and

$$G(t) = \frac{1}{(\pi D)^{D/2}} e^{-\|x\|^2 D t},$$

where $D$ is the dimensionality (2 in the present case), and $\| \cdot \|_2$ is the Euclidean length operator. The standard deviation is $\sigma = \sqrt{2t}$. The effect for $t = 1/2$ is shown in Figure 5.1. The Gaussian kernel is the Green's function of the Heat Diffusion Equation,

$$\partial_t = \sum \partial^2_{x_i x_i},$$

where the right-hand side is understood to be the sum over all dimensions at hand, e.g. $\partial_{xx} + \partial_{yy}$ in the present case. This diffusion equation is particularly sensible to study because of the following properties (Koenderink, 1984):

- Invariance to translation and rotation,
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- Causality (in 1D this is equal to the non-increasing of critical points, and in ND this translates into: all isophotes are upward (large t) closed).
- Treats all scales (t) equally.

We here treat the initial image as the boundary point of the diffusion equation, i.e. \( L \rightarrow I \) for \( t \rightarrow 0 \). The uniqueness of the Gaussian kernel in the linear setting can also be derived from other sets of axioms; see (Weickert et al., 1997a) for a review.

Since Linear Scale Space uses the Gaussian kernel this kernel obviously has exponential decay. Linear Scale Space is a very convenient tool for studying differential geometry of data of polynomial order. That is by partial differentiation it is seen that

\[
DL = D(I * G) = I * DG,
\]

where \( I \) is the sampled signal or image and \( D \) is any linear differential operator. In contrast to many other methods of calculating derivatives this one is well posed in the sense of Hadamard (Hadamard, 1902).

5.2.1 Differential Geometry on Discrete Data

To illustrate one of the above points, we will now review a number of non-linear differential operators used to extract geometrical structure in 2D scalar image data.

A commonly used edge operator is the maximum of the absolute gradient magnitude,

\[
G = \sqrt{L_x^2 + L_y^2},
\]

where \( L_x \) is the derivative of the image in the \( x_i \)th direction. For the present example the absolute gradient magnitude is shown in Figure 5.2.

Another operator is the isophote curvature which conveniently can be calculated as,

\[
\kappa = \frac{2L_x L_y L_{xy} - L_{yy} L_x^2 - L_{xx} L_y^2}{(L_x^2 + L_y^2)^{3/2}},
\]

Figure 5.2: The gradient magnitude at scale 1/2

The isophote curvature is undefined in critical points where the gradient magnitude is 0, and it is numerically unstable for small gradient magnitudes. To ensure that corners are placed at high gradient magnitudes similar corner detectors have been suggested, which multiply \( \kappa \) with the gradient magnitude to some power, i.e. \( \kappa \propto \kappa G^\alpha \), \( \alpha \in \{1, 2, 3\} \). Unfortunately these rearrange the ordering of the corners and it seems that the process of rearranging the ordering of the corners and \( \kappa \) becomes very difficult (Sporring et al., 1998). Figure 5.3 shows the isophote curvature at reasonably large gradient magnitudes. For this particular image the selected image points have an accumulated frequency of absolute isophote curvature values as shown in Figure 5.4. Noted should be that the accumulated frequency curve is almost flat for absolute curvature values above 0.5. Although Gaussian smoothing is not very good for detecting corners, this distribution is an indication of the relatively few corner marks in the image detected by \( \kappa \).

5.2.2 Noise and Derivatives

Although the Gaussian function generates high frequency suppressing derivatives, there are several factors to consider. One is the aliasing error due to a necessary assumption of band-limitation. In the frequency domain differentiation can be seen to equal a multiplication with the function \((\omega i)^n\), where \( \omega \) is the angular frequency, \( i = \sqrt{-1} \),

\[
\omega = \frac{2\pi}{\lambda},
\]

where \( \lambda \) is the wavelength of the line and \( n \) is the number of derivatives. For \( n = 0 \), \( \omega = \frac{2\pi}{\lambda} \) and for \( n = 1 \), \( \omega = 2\pi \). Although the Gaussian function attenuates the high frequencies, the aliasing error may become significant if \( \lambda \) is small compared to the wavelength of the line.
and \( n \) the differentiation order. This effect has been studied by Haar Romesy et al. (Haar Romesy et al., 1994) and they express the aliasing error as the power of the aliased frequencies relative to the total power is given as,

\[
\text{error}(n, t) = \frac{\int_{-\infty}^{\infty} \omega^{2n} e^{-\omega^2/2} d\omega}{\int_{-\infty}^{\infty} \omega^{2} e^{-\omega^2/2} d\omega},
\]

where \( n \) is the differentiation order, \( t \) the scale, and \( \omega \) the angular frequency. This error is generally relatively unimportant even for very high derivatives at a comparatively small scale, e.g. the relative error of a 100 fold derivative at scale 6.5 (standard deviation of 3.6) is less than 1%.

The second type of errors is understood through the additive noise model. Here noise is seen to be a (usually) low amplitude but high frequency signal added to the original signal. Again due to the post-aliasing behaviour of the differentiation operator in the frequency domain, this noise will be amplified as the differentiation order increases. Blom et al. (Blom et al., 1990) have studied the propagation of noise in relation to the spatial derivatives in Linear Scale Space in terms of the momentum of the noise of derivatives. The results are quite complicated, and we will first summarise the simplest case of independently identically distributed noise,

\[
M^2_{n_x, n_y} = \epsilon^2 \langle N^2 \rangle Q_{2n_x} Q_{2n_y} - \frac{2\pi^{1+n_x+n_y}}{2},
\]

where \( n_x \) and \( n_y \) are the differentiation orders, \( \epsilon \) is the distance between samples, \( \langle N^2 \rangle \) is the mean of the squared noise and \( Q_n \) is defined as,

\[
Q_n = \begin{cases} 
1 & \text{if } n = 0 \\
0 & \text{if } n \text{ odd} \\
\prod_{i=1}^{n/2} (2i-1) & \text{if } n \text{ even}
\end{cases}
\]

This of course assumes that the noise characteristics are known (which is never the case except for artificial data) or at least estimated.
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5.2.3 From Black/White to Gray and Back

Due to the nature of Linear Scale-Space black/white images are instantly transformed into continuous valued images and although the image is simplified it is not clear how to make use of this simplification. In contrast, the relation to the original black/white images is simpler for morphological scale spaces such as suggested by Boomgaard et al. (Boomgaard et al., 1996). We have chosen not to utilise these scale-spaces in order to be able to emulate a sampling at different resolutions, i.e. to take advantage of the implicit analysis of the catastrophe structure imposed by sampling, see e.g. Damon (Damon, 1997) for more details. Hence we will assume that the sampling device has a global threshold and we therefore need not consider edges other than isophotes. We will in the following investigate a binarization of the continuous valued images.

Viewing the image as landscapes with the intensity as the height function, a slice of an ideal edge that is one with infinite extend, would look like the Heaviside function,

\[ H(x) = \begin{cases} 1 & x > 0 \\ 0 & \text{otherwise} \end{cases} \]  

and the family of functions generated by Linear Scale-Space \( H \ast G_{\sigma} \) would all have identical values \( \int_{-\infty}^{\infty} G_{\sigma} \, dx = 1/2 \) in \( q \). This would lead to the conclusion that the 1/2 isophote (equal intensity value) should be used to distinguish black from white. This is shown in Figure 5.5. But black and white images are not made from a collection of ideal edges, rather from box-like functions,

\[ B_{w}(x) = \begin{cases} 1 & |x| < w/2 \\ 0 & \text{otherwise} \end{cases} \]  

This family of functions is significantly different for \( \sigma \) approximately equal to or larger than \( w \) in that \( B_{w} \) rapidly approaches a Gaussian distribution and hence the values of \( B_{w} \ast G_{\sigma} \to 0 \) for \( \sigma \to \infty \). Hence the 1/2-isophote will have the effect that small blobs in comparison to the scale will be ignored or removed. A second possibility is to choose the threshold to be midway between maximum and minimum,

\[ t = \frac{\text{max} - \text{min}}{2} \]

but the effect of this choice is difficult to predict for images consisting of more than one blob. Finally, a third choice might be to use the mean value as threshold value, since the ideal box model assumes the image to be zero beyond its border implying that the mean value is 0. In the common Fourier Transformation implementation, the image is assumed to be periodic and the mean value is then not zero, i.e. the function converges to the mean value instead of 0. Such a choice would make the result depend on the black to white ratio which is arbitrary for office documents. These images might as well be modelled to have the colour of paper outside the image border. We will in this report use the 1/2-isophote as the representative of a blob on any scale.

5.2.4 Superficial and Deep Structure

Even though Linear Scale-Space simplifies the image contents structure is also dislocated. Thus to focus on large scale structure we may conveniently locate them at high scale, while to localise these same structures in the original image we must track the structure across scales. What can be tracked are points, i.e. on a straight line the only distinguishable points are the endpoints, while most curved lines have singularities in the derivatives that can be tracked. In this work we will focus on extremal points in the curvature function and call them corners.
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The study of the family of signals and images generated by the Linear Scale-Space is usually divided into two classes in terms of structure. The superficial structure is the differential structure present at a particular scale, i.e., the configuration of the extremal points, while the deep structure is a study in how the differential structure changes as a function of scale. The last part relies on the theory of catastrophe, where a catastrophe is the annihilation or creation of extremal points. For references see (Gilmore, 1981; Koenderink, 1984; Griffin and Colchester, 1985; Rieger, 1985; Olsen, 1986; Damon, 1997; Sporns et al., 1998).

The catastrophes can be seen to be non-generic in the sense that they exist at each individual scale with probability 0, but since the Linear Scale-Space is a continuous family of functions the effects of the catastrophes will be felt. Consider the situation of a camera filming a piece of wood being broken, and imagine that the process of breaking goes infinitely fast. First the camera will have some images of the wood bending, and at one point the images will show the two pieces, but the actual breaking point will never be caught on film. The breaking event can be considered a catastrophe.

For 1D signals the deep structure in Linear Scale-Space is simple: the only catastrophe that takes place are pairwise annihilations of a maximum and a minimum, but for 2D images, creations may occur. The annihilations and creations are always occurring in pairs of extrema and saddle points and the catastrophe theory thus suggests a grammar of events. Unfortunately, it is easy to see that at a catastrophe, the involved extrema travel at very large speeds, and the problem of assigning correspondence between scales is generally very difficult to solve (Lindeberg, 1994).

Finally, although a grammar of generic events can be assembled, nothing is told of the close to unlikely events. E.g., it is a non generic event that all the second order spatial derivatives of an image are zero at some point in the image, but in practice the lines of zero \( \partial_{xx} \), \( \partial_{yy} \), and \( \partial_{xy} \) is sometimes seen to pass within a pixel distance of each other, and it even seems that the probability of this happening increases with scale.

We will return to a deeper discussion on these matters in relation to corners later in Section 5.3.3.

5.2.5 Non-linear Scale-Spaces Designed for Curves

While we in this work will emphasize the role of the sampling and hence use the Linear Scale-Space, several non-linear Scale-Spaces have been proposed especially designed for the study of curves. Some authors have investigated the convolution of each coordinate function (Grahlund, 1972; Lowe, 1988; Mokhtarian and Mackworth, 1992; Olien- sis, 1993), which is not a rotational invariant scale-space, but by constantly resampling of the arch length function and infinitesimal steps it does perform similar to Euclidean Shortening Flow as described below (Mokhtarian and Mackworth, 1992). Some have examined convolution of variants of the curvature function (Horn and Weldon Jr., 1986), and some have chosen to work directly on the curve in the arc length parameter (Alvarez and Morel, 1994; Sapiro and Tannenbaum, 1995; Sethian, 1996). The later methods use the geometrical evolution equation,

\[
\frac{\partial t}{\partial s} = \beta \delta_{s} \psi
\]

where \( t \) is time and \( s \) is arc-length. Usually \( \beta \) is taken to be the isophote curvature, and the Scale-Space is then called Euclidean Shortening Flow. Note especially, \( \beta \)'s can be defined to preserve the area of closed curves (Sapiro and Tannenbaum, 1995) under various projections. Osher and Sethian (Osher and Sethian, 1988; Sethian, 1996) have shown that the geometrical evolution equation on all isophotes in an image can be calculated as,

\[
I_{t} = \beta |\nabla I|,
\]

where \( |\nabla I| \) is the gradient length image. Also, fast algorithms have been devised approximating the geometrical evolution equation for a single isophote in an image by Sethian and others (Sethian, 1996).

These methods will evolve any closed curves smoothly into a circle or a point and are thus simplifiers. But for the purpose of the algorithm to be developed later in this work, this type of smoothing is of less interest. It is the behaviour of shapes under image and signal sampling...
that we choose to focus on in order to mimic fax-like processes at different sampling resolutions.

5.3 1+1D and 2D Contour Models

In the previous chapter we described a well-posed model for image formation which has the intrinsic property that differential geometric measurements are also well-posed. We will now discuss various differential geometric methods for two-dimensional shape description.

There are basically two ways of viewing curves in two-dimensional space. Either as a tuple of coordinate functions \( (x(s), y(s)) \), where \( s \) is an arbitrary step function or as the curvature function \( \kappa(s) \) as function of the arclength.

The tuple perspective we immediately disregard since it is not rotationally invariant. The analysis and coding we wish to perform should not depend on the position of the blob; i.e., the positioning of the knot points in the scattered or fax model.

The Fundamental Theorem of Curves states that any continuous two times differential 2D space curve can be described by the curvature functions up to a Euclidean movement (Koenderink, 1990). In the (local) Frenet coordinate system this implies that the curves are locally well represented by the Frenet approximation,

\[
\begin{align*}
\vec{x}(s) &= \vec{x}(s_0) + s \vec{T}(s_0) + s^2 \vec{N}(s_0), \\
\kappa(s_0) &= \frac{1}{2} \kappa(s_0) \vec{N}(s_0),
\end{align*}
\]

where \( \vec{T} \) and \( \vec{N} \) are the normalized tangent and normal vectors for the curve.

Although the curvature uniquely describes the intrinsic properties of the curve, it might not be the computationally most feasible representation. One major drawback is that in order to solve the Frenet approximation given a curvature function one has to solve a differential equation and the errors accumulated thereby seem difficult to handle. Further, it is unclear how to incorporate the full knowledge of the limited set of curvature functions that generate closed non-intersecting curves.

An alternative approach is to cut the shape into pieces representable as functions each with its own coordinate system. This is known as a Monge patch. One obvious advantage is that the shape is studied as a one-dimensional entity, and although it is not the intrinsic curvature function, each piece will converge towards the Frenet approximation as the density of cutting points (knots) tends to infinity. Further, if the knots are distributed according to the absolute curvature, the deviation from the intrinsic shape is greatly reduced. To see this, view the shape in the myopic perspective, i.e., by zooming until everything looks linear. Clearly, a representation by piecewise linear functions differs very little from the intrinsic shape in this perspective.

The amount of zooming necessary is a function of curvature: When the curvature is large the zooming has to be great, and vice versa for small curvatures. The major disadvantage is that the cutting is a global process, i.e., each placement of a knot depends on the placement of the neighboring knots and the curve in between. Secondly, when only few knots are used, the functions between knots are far from the intrinsic shape. E.g., a circle needs at least 2 cuts, while its curvature function is a constant.

To summarize this approach makes use of a set of coordinate pairs called knots and connecting 1D functions. Please note that although we make use of 2D coordinates this representation is still rotational invariant since the majority of contour points is modelled as rotationally invariant 1D functions, and the knots will be chosen in a rotationally invariant fashion. We call this the 1+1D model.

We will in the following make deeper analysis of the curvature function and the 1+1D model, and we will sketch a contour approximation algorithm.

5.3.1 A Classification of Shape Algorithms

Much effort in the literature on shape approximations has been spent on the study of the contour as the two 1D coordinate functions, but since these functions are not rotationally invariant they are not the intrinsic functions of shape. Whichever functions one chooses to work with the essential structure is of second order. That is to say, in the
following model review one may think of either each coordinate function in the 2D case or only the one Monge function in the 1+1D case. In terms of the complexity of the curvature function, a classification of the suggested contour models in the literature is:

- Piecewise zero-value curvature, i.e. polygonal approximation including chain-codes (Freeman, 1961; Ramer, 1972).
- Piecewise constant curvature (different from zero), i.e. circular arcs (Lindeberg and Li, 1997).
- Higher order curvature functions, i.e. polynomials (Chen and Chin, 1993), splines (Boor, 1978), elliptical arcs (Lindeberg and Li, 1997), sinusoids (Granlund, 1972; Rosin and Venkatesh, 1993), and abstract curvature ‘sketch’ models (Asada and Brady, 1986; Rosin and West, 1995).

The present work belongs to the last class. The essence being three fold: We will explore the use of Linear Scale-Space to select break points between polynomials, we will use Monge patches as approximations of the curvature to contour problems, and finally we will use descriptive complexity techniques to do model refinement and face selection. The novelty of the present work is to bridge the gap between the myopic view (local differential geometry) and global models.

5.3.2 The Rod Model

As an illustration let us investigate the simplest case of piecewise linear models: In Figure 5.6 is a piece of the so-called rod model (Koenderink, 1990) shown. One could say that all the curvature information is placed at the joints of the straight lines, and in fact it is sometimes feasible to view the curve as the limit of $\alpha/l$ for $l \rightarrow 0$. Where $\alpha$ is the angle between two successive rods and $l$ is the distance between joints.

We can thus represent a contour as successive rod lengths and angle changes. To reconstruct beginning from only one tangent vector as specified by the starting point and the rotation angle, it is necessary to assume the tangent vector at a junction of two lines to be equal to

\[
\int \alpha
\]

Figure 5.6: The piecewise linear model showing the first-order effect of curvature as the angular change $\alpha$.

\[
i - 2 \quad \overrightarrow{N(i)} \quad i - 1 \quad \overrightarrow{T(i)} \quad i
\]

Figure 5.7: The placing of the tangent information in a recursive fashion.

this previous line, see Figure 5.7. Hence a new point can be calculated recursively as,

\[
\bar{x}(i) = \bar{x}(i - 1) + s(i) \begin{bmatrix} \cos \alpha & \sin \alpha \\ -\sin \alpha & \cos \alpha \end{bmatrix} \cdot \overrightarrow{T(i)},
\]

using,

\[
\overrightarrow{T(i)} = \frac{\bar{x}(i - 2) - \bar{x}(i - 1)}{||\bar{x}(i - 2) - \bar{x}(i - 1)||_2},
\]

where $|| \cdot ||_2$ is the Euclidean length operator.

The reader should note that although in the limit of infinitely small rod lengths, the Frenet approximation and the above sketched algorithm coincide, the Frenet approximation cannot be used as a reconstruction algorithm unless length and angle functions are artificially
modified to account for higher order structure. The difference is illustrated in Figure 5.8. The error is close to linear in angle and length.

As discussed previously, the essential information of the 2D shape is in the local curvature function. While the algorithm sketched in Equations 5.15 and 5.16 does produce a one-to-one transformation, it is poorly suited for shape analysis. The approximation of curvature as angular changes does not separate the noise due to the discretization grid and that of the original shape. Figure 5.9 is the approximated curvature plotted as a function of accumulative rod length. The ‘true’ signal is forever lost at the point of discretization, but the grid effect can be reduced by smoothing, i.e., sampling the same contour at different scales in the Linear Scale-Space, and calculating the angular changes at each scale does have a regularizing effect.

The large scale curvature is related to the rim of the letter ‘e’ as follows: Starting from the left most part of the letter ‘e’ in Figure 5.1 and going downwards, the first major minimum in the curvature function is at the point where the sub-tecture turns left at the bottom right. The second maximum corresponding to the next right turn, and finally the last significant minimum is the following left turn.

Another common ‘smoothing’ algorithm is to calculate a local approximation of the contour and evaluate the curvature of the approximation. As an example we have tested a pair of second order polynomials, one for each coordinate function, approximated all consecutive sets of 5 points, and fitted the polynomials using the method of linear least square. The curvature can be found as (Mokhtarian and Mackworth, 1992)

$$\kappa = \frac{x''y' - y''x'}{(x'^2 + y'^2)^{3/2}}$$

(5.17)

where $x$ and $y$ are the coordinate functions and the mark denotes their respectively derivatives. The result of this method can be seen in Figure 5.10.

Finally, the Linear Scale-Space imaging model allows for the design of a particular imaging device for measuring the curvature (given in Equation 5.6). The same experiment as above yields curvature functions as shown in Figure 5.11.

Comparing Figure 5.9-5.11 we see that both the polynomial coordinate approximation and the Linear Scale-Space have superior regularization effect compared to the rod model. The polynomial coordinate approximation two disadvantage in comparison with the Linear Scale-Space. Firstly, the coordinate functions are not invariant under rotation of contour hence neither are the polynomial approximations.

Figure 5.8: The truncation in the Frenet Approximation results in reconstruction errors.

Figure 5.9: The curvature function of the outer rim of the letter ‘e’ in the example. The curvature is approximated in the rod model as $\frac{\alpha}{l}$, and the image is taken at scale 2 and 8.7.
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Figure 5.10: The polynomial approximation for estimating the curvature and the effect of Linear Scale Space.

![Graph 2](image2)

Figure 5.11: The Linear Scale Space approximation for estimating the curvature at different scales.

Secondly, the polynomial approximation have two unknow parameters: the polynomial degree and the number of points on the contour to include. Based on the above, it is our opinion that Linear Scale Space is the better of the three for measuring curvature.

5.3.3 A Coarse to Fine Analysis

In order to separate the corners that survive at high scale from those that probably are due to discretization noise, we have to track corners from high to low scale. For this we need a grammar of possible changes in the structure of the corners, i.e., what kind of events can occur during tracking from high to low: Can a corner just disappear? Can two corners annihilate each other? etc. This is the subject of deep structure.

Although the deep structure of signals and images is fairly well understood, applying this to the catastrophes of corners on an isophote is rather complicated. As an aside, the scale-spaces designed for curves are well understood in terms of deep structure of the curvature function, since its simple 1 dimensional form applies directly. Alas this is not the Scale-Space we have chosen to work with.

There are two levels of deep structure an algorithm has to accommodate. Firstly, the number of isophotes might change, for instance, the hole in the letter 'o' might disappear. This is called a topological change. Secondly, the extrema structure in the isophote curvature can change (Sparr et al., 1998).

The following events can occur with regards to the number of isophotes as the scale increases:

1. Nothing

2. An isophote disappears, which is a very common low scale phenomenon. E.g., a high spike like salt/pepper noise will set at some intensity value have a small isophote that disappears quickly.

3. Two isophotes join, this is more common at high scale, where two nearby blobs melts into one below certain intensity values.
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4. An isophote splits into two. This is most common when connected blobs of alternating big and small size are present. The classical example is the image of two circles connected by a thin ramp. The ramp is then eroded faster than the circles creating two separate isophotes.

The events above are well understood, and while they can occur at any intensity value, they certainly will affect the chosen isophote. The catastrophe structure of the curvature function for a single isophote is given as follows (Sporring et al., 1998):

1. Nothing
2. A maximum and a minimum pair is annihilated.
3. A maximum and a minimum pair is created.

In terms of analysis, the extremal curvature points both mutate according to the catastrophe structure and move their absolute position. Given a curvature function, a desired result of an analysis is a classification of the extremal points according to their stability with respect to scale changes. I.e., at low scale the positional precision is high, but also the number of extremal points is high. To distinguish we would like to track the extremal points at high scale to low scale, and as such obtaining a ranking of the extremal points at high positional precision.

5.3.4 A Shape Approximation Algorithm

In order to approximate a contour by the 1+1D model, we need to identify a number of knots on the contour and model the contour in between knots by 1D functions. Above is described a method for identifying semantically important points on a contour, and we believe that the placement of these high scale corners are psychophysically more important than the exact approximation of the contour in between. Hence we will use the set of high scale corners as knots. But the corner set does not guarantee that the contour in between can be viewed as a 1D function, and we are forced to introduce extra knots.

Several methods have been suggested in the Spline literature, and we choose to sample the integral of square root of the absolute curvature linearly in between knots as suggested by de Boor (Boor, 1978). This implies that extra knots are introduced when there is high curvature in each contours with the isophote view as described earlier.

The algorithm so far is as follows:

1. Calculate a range of image scales and the isophote contour
2. Extract the mid contours and their curvatures
3. Find and classify track the scale range of each extremum
4. Represent the curves between knots as a 1D function, adding extra knots where either the 1D function assumption is violated or the error is great, e.g. by equal increment in the integral of the square root of the absolute curvature.

The algorithm has 4 parameters: 3 for controlling the sampling in scales and 1 for controlling the frequency of non-extremal knots. Most importantly is the setting of the sampling range and density in the scale variable. The two variables can fairly easily be set a priori depending on which range of blobs one wishes to cover and the original sampling density of the images compared with the sampling density of the original's, i.e. an exponential scale of standard variances (0, 8, 6) sampled 3 times is a fair choice. If the scanning has been performed at 600 dpi (assumed to be close to the original printing density), then this will give a sampling in the range (200dpi, 90dpi). The sampling density should be set as close as allowable with respect to computational time since this effects the precision of the tracking algorithm.

In our experiment 3 samples appear to be enough, though.

Finally, the Monge Patch approximation restricts the allowable constant increment in the integral of the square root of the absolute curvature. The smaller this value is, the better the approximation. It is clear that the integral steps cannot be larger than \( \pi \), and a reasonable guess is to set it to \( \pi/2 \), i.e. to disallow turns larger than 90 degrees.
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So far we have discussed various alternative representations and some of the choices made have been hinted upon to have been made from a compression viewpoint. We will now fully illustrate why we believe this to be a very important viewpoint, and orchestrate our algorithm with a fine tuning with respect to compression.

In the following we will use the concept of a coder decoder pair, the main issue being a reformulation of data into a form that can be reversed to yield the same data again. This is also called lossless coding. This is an important perspective since it highlights the interplay between syntax and semantics.

5.4.1 Kolmogorov and Stochastic Complexity

In the general case the reformulation is in terms of a particular universal machine, e.g. Turing machines, which can be thought of as a computer language like Pascal, C, etc. The choice of the machine dictates the syntax while the program or reformulation chosen is a semantic choice. There are of course a huge number of programs to express a single set of data.

Independently did Chaitin, Solomonoff, and Kolmogorov discover the concept of Kolmogorov Complexity (Solomonoff, 1964; Kolmogorov, 1965; Chaitin, 1966). It is simply the length of the shortest program that produces a specific set of data and halts. The halting concept reduces the running time to finite and it also implies that the Kolmogorov Complexity is non computable since the problem of deciding if a particular program will halt is generally non-computable. Thus the Kolmogorov Complexity should be seen as a lower unattainable bound for compression.

An important concept in descriptive complexity is the Minimum Description Length (MDL) principle (Rissanen, 1983; Rissanen, 1989) also called Stochastic Complexity\(^2\). MDL can be seen to be a constrained version of the Kolmogorov Complexity in the sense that the reformulation no longer needs to be in terms of Universal Machines. Instead the reformulation is over a smaller class such as the class of polynomials etc...

The MDL principle states that data should be described in the shortest possible fashion (using a class of functions not necessarily a fully fledged Universal Machine). To understand the following, we will first describe a historical interpretation of this. An approximation of the MDL principle used often in the literature is,

\[
\arg \min_{\delta, \theta} [L(x) = L(x|\theta) + L_\delta(\theta)],
\]

where \(x\) are the data points, and \(\theta\) are the parameters identifying a model given a model class up to a given precision \(\delta\). \(L_\delta(\theta)\) is the number of bits used to code the parameters, and \(L(x|\theta)\) is the number of bits used to code the residual. The well known version is the Maximum A Posteriori equivalent, where the code-lengths are calculated through Shannon’s relation \(L(y) = \log P(y)\) (Shannon and Weaver, 1949; Wiener, 1948).

As indicated in (Rissanen, 1989, p. 58) this particular version is usually not the shortest possible. Take an example of the class of polynomials and an assumed normal distributed error function. For each polynomial all possible data sets have a non-zero probability and hence a code-length, i.e., a particular data set has infinitely many code-lengths. To reduce the actual code-length one could therefore restrict the codes to complete codes where each data set only has a single code-length.

Several attempts to derive concrete algorithm achieving this improvement (for small sets of data) have been proposed (Clarke and Barron, 1990; Nowe, 1994; Rissanen, 1996; Dom, 1996), where Rissanen and Dom’s approaches are similar and will be discussed in the following. The improved scheme suggests that given a model estimator, only a limited number of data sets will result in the exact same
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model, and we are thus able to refine the functional by normalising the error code with respect to this restriction,

\[ L(x) = L^*(x|\theta) + L_\delta(\theta) = -\log \frac{P(x|\theta)}{\int_\Omega P(y|\theta) \, dy} - \log P(\delta \theta), \tag{5.19} \]

where \( \Omega \) is the set of data sets, \( y \), yielding the same estimation point \( \hat{\theta} \). Rissansen has shown that when using Jeffreys’ prior this is equal to (Rissansen, 1996, eqn. 6),

\[ L(x) = \log P(x|\hat{\theta}) + \frac{k}{2} \log \frac{n}{2\pi} + \log \int \sqrt{|\hat{\Theta}|} \, d\theta + o(1), \tag{5.20} \]

where \( \hat{\theta} \) is the maximum likelihood of the parameter on the data, \( k \) is the number of parameters, \( n \) is the size of the data set, and \( I_{ij} = \frac{\partial^2 \log P(s|\theta)}{\partial \theta_i \partial \theta_j} \) is the Fisher information matrix.

In (Dom, 1996) this code-length functional has been evaluated for the Gaussian error and the general linear regression model class. It is generally found (Dom, 1996, corrected version of eqn. 66) that,

\[ L(x) = n \log \hat{\sigma} + \log \frac{4(\pi n)^{n/2} \left[ \left( \frac{d}{2\pi n} \right)^k 1 \right]}{k^2 \Gamma(\frac{k}{2}) \Gamma(\frac{n+k}{2})}, \tag{5.21} \]

where \( \Gamma \) is the gamma function, \( \hat{\sigma} \) is the maximum likelihood estimate of the standard deviation, \( \sigma_0 \) is the quantisation constant given by the data set, and \( d \) is the range of values to be considered. Rissansen also offers an approximation of the same functional for the Gaussian error (Rissansen, 1996, eqn. 40) as,

\[ L(x) = n \log \frac{2\pi e \sigma^2}{\hat{\sigma}} + \frac{k}{2} \log 2\pi |\Theta| \]

\[ + s(k-1) + \log C \left( \frac{k-1}{k} \right) \frac{1}{1} + \log^* r + \log^* s + o(1), \tag{5.22} \]

which increase by the factor \( r(k-1) \) for variances less than 1. \( \delta \) is a constant related to the conversion of densities into probability

functions, \( \Sigma \) is the covariance matrix of the regression variables, \( s \) is the least integer such that \( 2^s \geq \theta \), \( r \) is the least integer such that \( 2^{-r} < \sigma \) (the ML estimated standard deviation of the error), and finally \( C(\ell) \) is the volume of an \( \ell \) dimensional ball. This last functional is the one we will use because of its relative computational simplicity over Dom’s functional. One should note, that Equation 5.22 is written in terms of density functions and not probability functions. To achieve the correct code lengths, \( \delta \) must be chosen in an intelligent fashion such that at least \( \delta / \sigma^2 > 2\pi e \). For this purpose we will calculate \( nH(G|\hat{\Theta}) \), where \( H \) is the entropy of a discrete approximation of the normal distribution discretized to the same precision as the data. A similar argument could be made for the covariance matrix of the regression variables, but we will assume that the determinant is larger than 1.

Under the restriction that the contour between knots must be 1D functions, we are now able to decide on the number and placement of knots and the number of parameters, we need to model the contour in between knots, in order to describe a blob.

Either one of Equation 5.20 5.22 is highly non linear and there is no guarantee that an optimal solution can be found. A greedy algorithm has been implemented which utilises an initial code for the model and the residuals. This algorithm is initialised with a large set of knots and at each iteration the knot yielding highest code length reduction is removed, until no removal yields a coding reduction. This in turn yields a set of frequencies of the models and residuals which in the following will be analysed to tailor specific codes.

We have described a blob as a list of knots and a polynomial representation connecting adjoining knots into a closed, non intersecting curve. We will split the coding problem in two. First the knots will be coded/encoded followed by the polynomial descriptions, i.e. the description length is calculated as the sum,

\[ L = L_{\text{knots}} + L_{\text{monge}}. \tag{5.23} \]

The knots are coded by Elias’ codes (Rissansen, 1989) and the Monge parameters by the implied codes of Equation 5.22.

We are now ready to complete our algorithm from section 5.3.4:
5. For each polynomial piece between knots, find the optimal MDL degree from the class of models with or without the knot based models.

6. Iteratively remove the knot yielding largest reduction in the total coding cost until no further decrease can be found.

5.5 Coding an Alphabet

We have modeled 158 blobs by their contours as a list of knots and a 2 parameter polynomial representation per knot with a total of 1193 polynomial pieces and an equal number of knots, which is an average of about 7.5 pieces per blob with the use of a total of 55957 bits (as estimated by the MDL functional). A representative selection is shown in Figure 5.12. The top row shows the representations for small blobs, in the second row models with very good correspondence are shown. In the third row, models for italic characters are demonstrated, and in the last row, a selection of models with the worst experience fits are shown.

The model for the blob ‘e’ (lowest left in Figure 5.12) demonstrates the effect of setting the lowest scale level. Two severe noise instances are present. At the leftmost edge two pairs of pixels are flipped. This is ignored by the contour algorithm, since it is on a detail level below the lowest scale. Another noise instance occurs in the hole of the ‘e’. This detail is above the lowest scale level, hence the hole is coded as two contours. Note that for the left part of the hole, the model is seen to be a line. This is not an error but implies that this hole is coded solely as noise.

The setting of the lowest scale level does also effect the amount of cornersness that can be modelled as demonstrated for the blob ‘e’ (lowest right in Figure 5.12). Here the accent has melted together with the ‘e’ creating a very sharp corner. Linear Scale-Space encodes sharp corners very quickly, resulting in a contour which is more blunt. This effect is always present when using two dimensional operators to estimate derivatives. It is not considered a major problem for this alphabet.

Figure 5.12: The top row shows the representations for small blobs, in the second row models with very good correspondence are shown. In the third row, models for italic characters are demonstrated, and in the last row, a selection of models with the worst experience fits are shown.
For a collection of 157 blobs from a fax page, we observe that the model uses 3-4 knots to code a circular boundary, where 4 knots are used for large circles. There is a tendency that straight pieces are not coded as such. We conclude that this is only natural since straight pieces are not a generic part of the 2 parameter polynomial model class. Be reminded that 2 parameters imply a polynomial of 3rd degree. Finally, the models resulting from the described optimisation scheme is judged as being good.

We will at this point restrict ourselves to investigate the frequency data of the various aspects of the contour description which will be presented in the following.

5.5.1 A Code for Knots

It is immediately clear that the knots should not be coded by their absolute value as e.g. indirectly suggested by Banerjee et al. (Banerjee et al., 1996). Alternatively one could represent them as displacement vectors from the center of gravity, or what we will prefer, relative displacement with respect to each other in a sequential manner. The last two representations allow for a clear utilisation of the fact that the contours are closed and hence there will be a tendency for the angular change between two knots to be skewed to the fact that the integral of the curvature of a closed curve is always $2\pi$. We will compare the following two representations of the knots:

- Cartesian codes for the displacements.
- Polar representation of the displacements.

Cartesian codes are easily implementable in terms of choosing the precisions, which are identical for all coordinates. Codes for Cartesian coordinates we will investigate are Elias' code (Elias, 1975) (or Rissanen's Universal Prior of Integers (Rissanen, 1989)), which is suspected to be optimum to Benford's law (Buck et al., 1983) and exponential distributions that have the advantage of being parameterisable. The polar representation, uses the length and angle parameters between consecutive knots which will allow for a utilisation of the expected skewness in the distribution of the angles. The length parameter will probably be close to log-normally distributed, while the angle is less likely to correspond to simple distributions. Further, the truncation of the length is like in the Cartesian case simple, but angular precision required will be proportional to the length, hence a bit more complicated.

For the implemented MDL functional the distribution for the Cartesian representation together with three models are shown in Figure 5.13. The frequencies for the polar representation together with a model for the lengths are shown in Figure 5.14.
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Figure 5.14: Frequency data for the vectors connecting the knots in each closed contour in polar form. The lengths (TOP) are nicely log-normal distributed, and the angular changes (BOTTOM LEFT) are distributed geometrically after truncation. Before truncation, the angular changes are clearly bimodal (BOTTOM RIGHT). This property has been investigated, but the coding improvement is not noteworthy.

<table>
<thead>
<tr>
<th>Form</th>
<th>Code and Parameters</th>
<th>Code length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cartesian</td>
<td>Entropy</td>
<td>13952.75 bits</td>
</tr>
<tr>
<td></td>
<td>Normal (0.0.15.5)</td>
<td>14344.92 bits</td>
</tr>
<tr>
<td></td>
<td>Exponential (10.9)</td>
<td>14083.54 bits</td>
</tr>
<tr>
<td></td>
<td>Geometric (11.04)</td>
<td>14087.74 bits</td>
</tr>
<tr>
<td></td>
<td>Universal Prior</td>
<td>18100.63 bits</td>
</tr>
<tr>
<td>Polar</td>
<td>Log-normal (2.7,0.7) and Geometric (54,6)</td>
<td>6544.29 + 8627.09 = 15171.38 bits</td>
</tr>
</tbody>
</table>

Table 5.1: A comparison of the bit cost using different representations and coders for the knots. The exponential, geometric, and the universal prior are calculated on the absolute values (absolute plus one for the universal) adding one bit for the sign per displacement. The polar angle is calculated to 1/1 precision, where l is the length of the particular displacement. Some of the above distributions are parameterised. These are first sent by Universal Prior code to one decimal point precision.

Of the before mentioned 55957 bits the knots coded are assumed to be coded using Elias' code or equivalently to be distributed according to Rissanen's Universal Prior of Integers. As demonstrated this is not the optimal code. In Tables 5.1 and 5.2 are given a comparison of the above described model distributions in terms of the resulting code lengths at a precision of 1 pixel. The longest displacement vector may be inferred since all contours are closed. Also, the absolute displacement of the blobs can be inferred since the bounding box does not include a white border.

5.5.2 A Code for Polynomial Parameters

The coding of the parameters for the polynomial pieces is a little more tricky. For one thing, it is unavoidable not to have a truncation depending on the length of the polynomial arc. We are only going to investigate the coding of the polynomial parameters directly although we note that this information may also be coded as the slope of each
Table 5.2: The same data as Table 5.1. Here the longest displacement has been ignored since it can be reconstructed by the knowledge that the contours are closed.

knot.

Given two knots the polynomials are defined as,

\[ f(x) = (x - x_n)(x + x_n)(ax + b), \]

where the coordinate system is aligned with the line joining the two consecutive knots with the zero point exactly midway. Since we have restricted ourselves to only use polynomials that go through the knots, we only have to consider the coding of the \((a, b)\) pair.

The truncation issue will be determined by the following condition,

\[
\max_x \ell(x) = \max_x \left( \frac{\partial f(x)}{\partial a} \right) \leq \delta, \quad (5.25)
\]

where \(\delta\) will be taken to be 1. I.e., we will truncate such that the maximum difference at any point along the curve will be less than a pixel. This implies,

\[
\ell(x) = |x^2 - x_n^2| \left( \frac{x}{1} \right) = |x^2 - x_n^2| \sqrt{\frac{1}{x^2 + 1}}. \quad (5.26)
\]

The points of extremal change of this length with respect to \(x\) are the points \(x \in \{0, \pm \sqrt{\frac{x_n^2}{2}} \pm \sqrt{\frac{3}{3}}\} \) of which 0 is a maximum when

\[
0 < x_n < \sqrt{2}, \quad \text{and } \pm \sqrt{\frac{x_n^2}{2} - \frac{2}{3}} \text{ are maxima when } x_n > \sqrt{2}, \quad \text{and } x_n > \sqrt{2}.
\]

I.e., below \(\sqrt{2}\) we have a single maximum, and above there are two maxima. It is safe to assume that for polynomial pieces where the distance between two knots is less than \(\sqrt{2}\), the MDL optimisation will with very high probability choose a polynomial of degree 0. Hence we will concentrate on \(x_n > \sqrt{2}\). This implies that the sensitivity to truncation as a function of \(x_n\) is given as,

\[
\ell(\pm \frac{\sqrt{\frac{x_n^2}{2} - \frac{2}{3}}}{\sqrt{\frac{3}{3}}}) = \frac{2\sqrt{1 + x_n^2}^3}{3\sqrt{3}}. \quad (5.27)
\]

Hence, the truncation should be such that,

\[
|\delta a, \delta b|^2 \leq \frac{\delta^2 \sqrt{\frac{3}{3}}^2}{2\sqrt{1 + x_n^2}^3}. \quad (5.28)
\]

Following Nohr (Nohr, 1994) we view \(a\) and \(b\) as parameters of an orthogonal system and we will thus assume equal truncation: \(\delta a = \delta b = \frac{\delta^2 \sqrt{\frac{3}{3}}}{2\sqrt{2(1 + x_n^2)}^3}\).

The distributions for the parameters extend very far and are very leptokurtic. This makes it a difficult distribution to code. For the same reason, we will not present any graphs of the distributions.

In Table 5.3, the cost of coding the parameters jointly, in Tables 5.4 and 5.5, are given the cost of coding each first and second parameter separately. We conclude that the Universal Prior is best suited to code the truncated parameters and that there is no need to partition the description into two distributions.

### 5.6 Blob Coding in Perspective

Models for describing blobs are a central issue in applications related to image storage or transmission. In this work, a novel model class has been suggested taking the one dimensional nature of blob borders into account, yielding both compact codes and good descriptors. Optimisation is very much a part of finding good models within a class, and
Table 5.3: Estimated coding cost of discrete but ideal codes for the total number of parameters.

<table>
<thead>
<tr>
<th>Form</th>
<th>Code and Parameters</th>
<th>Code length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cartesian</td>
<td>Entropy</td>
<td>11784.76 bits</td>
</tr>
<tr>
<td></td>
<td>Normal (5.5,170.2)</td>
<td>22599.78 bits</td>
</tr>
<tr>
<td></td>
<td>Exponential (167)</td>
<td>20717.70 bits</td>
</tr>
<tr>
<td></td>
<td>Geometric (33.47)</td>
<td>17945.86 bits</td>
</tr>
<tr>
<td></td>
<td>Universal Prior</td>
<td>14663.43 bits</td>
</tr>
</tbody>
</table>

Table 5.4: The same estimation procedure as in Table 5.3 but for the first parameter.

<table>
<thead>
<tr>
<th>Form</th>
<th>Code and Parameters</th>
<th>Code length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cartesian</td>
<td>Entropy</td>
<td>3955.37 bits</td>
</tr>
<tr>
<td></td>
<td>Normal (0,0.47,5)</td>
<td>9105.58 bits</td>
</tr>
<tr>
<td></td>
<td>Exponential (46,9)</td>
<td>8117.11 bits</td>
</tr>
<tr>
<td></td>
<td>Geometric (7,47)</td>
<td>6439.46 bits</td>
</tr>
<tr>
<td></td>
<td>Universal Prior</td>
<td>5216.63 bits</td>
</tr>
</tbody>
</table>

Table 5.5: The same estimation procedure as in Table 5.3 but for the second parameter.

<table>
<thead>
<tr>
<th>Form</th>
<th>Code and Parameters</th>
<th>Code length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cartesian</td>
<td>Entropy</td>
<td>7449.76 bits</td>
</tr>
<tr>
<td></td>
<td>Normal (11,0.235,9)</td>
<td>11879.56 bits</td>
</tr>
<tr>
<td></td>
<td>Exponential (228,6)</td>
<td>11012.16 bits</td>
</tr>
<tr>
<td></td>
<td>Geometric (595)</td>
<td>9967.15 bits</td>
</tr>
<tr>
<td></td>
<td>Universal Prior</td>
<td>9448.41 bits</td>
</tr>
</tbody>
</table>

Here we have presented a greedy thinning algorithm applied on a carefully selected set of knots. We judge from the experiments that this algorithm is a good tradeoff between compression time and rate, and we conclude that for large blobs this model class is a good competitor to the algorithm CONTEXT.

Coding the knots first has the distinct advantage that in the choice of knot placements there lies a definite statement about the shape, i.e., the relative relationship between knots gives a crude description of the shape and thereby its curvature. Two models solely based on a sequence of knots immediately come to mind:

- A two dimensional cubic spline through each knot.
- A local estimation of the slope at each knot.

The local approach is preferable for several reasons. Firstly we believe that the structure is locally determined, i.e., large extrema in the curvature which are likely candidates for optimal knot placements structurally distinguish regions on the curve. Secondly, a strictly local approach will be faster to compute. Finally we acknowledge that the blobs we will describe will have discontinuities in the curvature function.

In Figure 5.15 is shown how we can calculate a local estimation of the slope as the angular mean between the two lines connecting three consecutive knots. Since Linear Scale Space makes everything smooth, we may infer that the closer the knots are, the better this model will be. Conversely, if the knots are far apart, it is less likely that this model is good, hence we will allow for a coding, indicating if the model is to be used or not at the cost of one bit per segment. Assume that we will optimise over polynomials of degree 0-3. This yields 8 different polynomial descriptions: polynomials of 0 degree with or without the above model. The optimisation problem is a little simpler though. We require the polynomial to pass through the knots fixing two degrees of freedom leaving 6 possible choices: the zero function or 2nd or 3rd degree polynomial all with or without the knot based models. It should be noted that this spline model is similar to the Catmull-Rom splines, but not identical.
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Figure 5.15: The modeled and the actual derivatives at a knot. 3 consecutive knots are connected with straight lines. The derivatives for the Monge patches (the smoothly varying curves) at knot $k$ are modeled as $\alpha$ being half the angular change between the two straight lines. The Monge constraint restricts the value $\alpha - \beta_j$ to the closed interval $(-\pi/2, \pi/2)$.

From a few experiments it is estimated that with the use of the above spline models and increasing the optimization space form $2$ parameters to $\{0, 1, 2\}$ parameters it will be possible to decrease the total coding length with approximately $20\%$.

To end, this work has shown that it is feasible to have analytical representation of blobs, and that is is possible to estimate such a representation from bitmaps. Analytical representations are useful in several ways. If, for instance, the blob is to be decoded at another resolution than the original. Although it is not without problems to go to finer resolution for a number of the shapes in the examined alphabet, it is certainly aesthetically possible. I.e. one might interface such a model between bitmaps at low resolution and printers with high resolution. It might also be feasible to derive a resolution dependent description on the described model class. This could be useful if the blobs are to be decoded in a coarse to fine manner e.g. in an Internet application. Finally, this model class may also be used to refine the font technology used in the Postscript language in order to compress the very large font dictionaries.
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Part II

Theoretical Aspects
Chapter 6

Theoretical Aspects: Introduction

In Part I we saw the usefulness of scale-space and information theory in image processing. In the following chapters we will take a closer look at information theory.

The basic function in information theory is the entropy. The entropy is a measure of the information in a stochastic source. A source for which one symbol has probability one and the rest zero, has the lowest uncertainty, it is statistically fully determined, what the symbols from the source will be. For this situation we set the entropy to be minimal. The opposite situation where every possible symbol is equally probable is most uncertain in its output, we set the entropy to be maximal. Such considerations led Shannon to define the entropy as (Shannon and Weaver, 1949):

\[ S(p(x)) = \sum_{i=1}^{N} p_i \log p_i, \]

where \( p = (p_1, \ldots, p_N)^T \) is a discrete probability distribution.\(^1\)

We have already seen the use of entropy for modeling in Chapter 5. In this part we will investigate the effect of scale-space on the entropy function and related uncertainty measures. We will see that the generalization of the entropy is equivalent to a number of representations, and that this generalization carries a wealth of information about the source. Finally we will use the entropy to interpret a model selection algorithm.

6.1 Information measures in scale-spaces

In Chapter 7 we study the effect of scale-space on uncertainty measures like the entropy, and this is used in image processing for global scale selection and size estimation, and to indicate new basic results on the gray-value histogram under a scale-space of the image.

A distribution is a measure of probability, and can be viewed as an image: Assume a source generating real numbers. We will never know the true distribution of the source, since we would need infinitely many numbers to measure the probability density. We have to suffice with an estimation of the density. This can be done by collecting the outcome of the source in a number of bins, i.e. the domain of real numbers is discretized and each discrete location integrates the outcome over the corresponding area. This is a process identical to taking a picture, and the chosen discretization is in the same sense arbitrary. It is thus natural to study all discretizations between the chosen and the worst using scale-space.

Applying scale-space to probability functions generates a family of functions that converges towards a constant function. In Figure 6.1 we have given an example of a one-dimensional function embedded in linear scale-space. The figure shows both the function and the corresponding histogram of function values. The entropy is a measure of a distribution, and both the function and the histogram can be viewed as distributions through proper normalisation. Hence, to attribute a

\(^1\)A discrete function \( p = (p_1, \ldots, p_N)^T \) is a discrete probability distribution if \( p_i \geq 0 \) for all \( i \) and \( \sum_{i=1}^{N} p_i = 1 \).
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Figure 6.1: A function in scale-space and the corresponding histogram of function values. LEFT COLUMN: The function at various scales. RIGHT COLUMN: The corresponding histogram.

Figure 6.2: The evolutions of the entropy for two views of a function in scale space. LEFT: The entropy when the function is viewed as a distribution. RIGHT: The entropy of the histograms.

A single notion of complexity to the data we must choose a view of the function. In general the information content of a source is only defined up to its representation. In Figure 6.2 we show the evolution of the entropy of the two views. The entropy of the function seems to be increasing, while the entropy of the histogram seems to be decreasing. We know that when the scale is large, the function will be approximately constant. In terms of distributions, this implies that the function will converge to the uniform distribution, while the histogram converges to the Dirac delta distribution. Here, the entropy of the function will converge to the maximal entropy, while the entropy of the histogram will converge to the minimal entropy. In Chapter 7 we will show that the entropy of the function is monotonic. A similar result is not known for the evolution of the entropy of the histogram.

At a fixed scale, the entropy contains no information of spatial relations between function values. In that sense the entropy of the function only depends on the histogram justifying the direct comparison done above. Both in information theory and image processing it

\[ \int_{-\infty}^{\infty} \delta(x) \, dx = 1 \]
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is of interest to extend the notion of entropy to that of generalized entropy. The direct result is that the spectrum of generalized entropies is equivalent with the histogram.

The generalized entropies are defined as (Rényi, 1976c; Rényi, 1976a; Rényi, 1976b):

\[ S_\alpha = \frac{1}{1 - \alpha} \sum_{i=1}^{N} p_i^\alpha. \]

The parameter \( \alpha \) is called the information order. The generalized entropies are not defined for \( \alpha = 1 \), but by l'Hôpital's rule we see that the generalized entropies converge to the entropy at this point. Thus the entropy is considered part of the generalized entropies. For negative information orders, the generalized entropy is only defined when the distribution is larger than zero everywhere\(^3\). While this is a problem for distributions in general, all distributions embedded in scale-space fulfill this restriction except at scale zero.

In Figure 6.3 is given an example of a random function, its histogram, and the generalized entropy for positive orders. It can be proven that the generalized entropy is a decreasing function of order, as confirmed by the figure. For a fixed scale the generalized entropies are independent on the spatial relation between probability values. However, the evolution of the generalized entropies, when the function is embedded in scale-space, is strongly restricted. One basic result obtained is that also the generalized entropies are monotonic in scale.

In the linear scale-space we may use the generalized entropies to perform size analysis of image structure. This can be done since the change of the entropies will depend on the size of the Gaussian kernel and the size of image structure. In Figure 6.4 is given an example. A blob is shown together with two circles denoting kernels of two different sizes. Consider the image of the blob smoothed by the small kernel. A slight change of the kernel size will not alter the result significantly. Likewise for an image of the blob smoothed by the very large kernel. A slight change of the kernel size will not alter the result.

\(^3\)Alternatively, it is possible to define \( S_\alpha = \frac{1}{1 - \alpha} \sum_{i=1}^{N} \max(p_i, \alpha) \), which is defined for all \( \alpha \).

Figure 6.3: A random function normally distributed (TOP), its histogram (BOTTOM LEFT), and its generalized entropy for positive order (BOTTOM RIGHT).
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Figure 6.4: A blob (DASHED) and two Gaussian kernels of different size denoted by circles.

significantly. The smoothing results using the small and the large kernel are, however, significantly different images, and we can conclude that the change must have taken place somewhere between small and large kernel size. In fact, we expect that the change of kernel size will have the largest effect when the kernel size is approximately that of the image structure. This effect must be visible in the change of the generalized entropies. Chapter 7 demonstrates the effect and usage in image processing.

The work on generalized entropies gave inspiration to take a closer look at histograms, which will be discussed in the following.

6.2 Some theorems on continuous histograms

The discrete histogram of images is not only intimately linked to the generalized entropies as described above, but also to the multifractal spectrum and the spectrum of moments. The precise relation is given

in Chapter 7.7. The work presented in Chapter 8 is strongly motivated by these relations.

In Chapter 8 we study the continuous histogram of a one dimensional function, which may seem like a severe limitation of the above relations, but we consider the continuous histograms as the first step in a deeper understanding of the discrete histograms. At least, a discrete histogram for a very finely sampled function shares some key aspects of the corresponding continuous histogram. In Figure 6.5 is shown a third degree polynomial at various samplings, and the corresponding histogram. We note that the discrete histogram seems to have a pole structure corresponding to the extrema of the function. Such considerations lead us to use the following definition of a continuous histogram for a $C^1$ function $g(x)$.

$$h(y) = \sum_{x: g(x) = y} \frac{1}{|g'(x)|}$$

Here $g'(x)$ denotes the derivative of $g$ with respect to $x$. Using this definition we may calculate the continuous histogram for the polynomial in Figure 6.5 as shown in Figure 6.6. As discussed in the previous section, the discrete histogram is oblivious of the spatial relations between function values. The main result of Chapter 8 is that this is definitely not the case for continuous histograms. We prove that for a large class of functions the continuous histogram uniquely specifies a function up to translation and mirroring of the domain. While we have not been able to prove this for all functions, we can show that severe constraints on all functions exist by their continuous histograms.

6.3 On the invariance of saliency based pruning algorithms

Finally, in Chapter 9, we revisit the subject of model selection by information theory. In contrast to Chapter 5 we will study a model selection algorithm that can be interpreted in terms of information theory.
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Figure 6.5: A function and its histogram under different sampling rates. The function $f(x) = (x - 2)(x - 10)(x - 18)$ is shown using 3, 33, and 513 sampling points on the horizontal axis. The histogram is shown using the same sampling rates as a projection onto the vertical axis. The interference between these two samplings causes the Moiré patterns noticeable in the bottom graph.

In 1990 (Cun et al., 1990), it was suggested to reduce the complexity of a function by examining an error measure by its lower order terms in a Taylor series. The field of application was that of feed-forward neural networks, but this shall not concern us further. The basic idea was that for models with a high number of parameters compared to the size of the dataset being analysed, the number of parameters could be reduced (explicitly be set to zero) according to an analysis of saliency. That is, using some measure on the difference between the function and the dataset, the effect of explicitly setting a parameter to zero could to sufficient accuracy be estimated by the lower order terms of a Taylor series of the measure. The algorithm Optimal Brain Damage (Cun et al., 1990) hence suggest an ordering of the parameters by their saliency, and to reduce the complexity by removing the least salient parameter.

This seems like a very general technique, but also seems to fail to take into account the complexity of the model class as emphasized by Minimum Description Length and Maximum A Posteriori techniques. Based on previous work we realized however that this failure is only apparent, and Chapter 9 demonstrates that any Taylor series used as described above will be invariant to certain functions of the model parameters. The key issue being that of symmetry in the Taylor extrapolation and the derivatives. As an example consider a model class
of just one parameter \( \theta \), and an analytical error measure \( E \), hence also dependent on \( \theta \). The Taylor series of \( E \) is given by:

\[
E(\theta + \delta) = \sum_{j=0}^{\infty} \frac{\delta^j}{j!} \frac{\partial^j E(\theta)}{\partial \theta^j}.
\]

Setting \( \theta \) to zero is equivalent to examining the above equation for \( \delta = \theta \). Thus if we add a function \( F(\theta) \) to \( E \) which fulfills the following constraint:

\[
\frac{\partial^j F(\theta)}{\partial \theta^j} = \frac{1}{\theta^j},
\]

then the effect of the ordering obtained by a truncated Taylor series will be independent on \( F \). Such functions will be independent on the dataset, and can in some cases be interpreted as a distribution on the parameter. In these situations, we may conclude that \( F \) represents the complexity of the model class, or equivalently the implicit prior of Optimal Brain Damage.
Chapter 7

Information Measures in Scale-Spaces¹

7.1 Introduction

In recent years multiscale techniques have gained a lot of attention in the image processing community. Typical examples are pyramid and wavelet decompositions. They represent images at a small number of scales and have proven their use for image compression in numerous implementations. Another important class of multiscale techniques consists of so-called scale-space representations (Ijima, 1962; Weickert et al., 1997a; Witkin, 1983; Koenderink, 1984). They embed an original image into a continuous family of subsequently simpler versions. Many scale-spaces can be formulated as the evolution of the initial image under a suitable linear or nonlinear diffusion process. Such an image evolution is useful for tasks such as feature extraction, scale selection, and segmentation, see (Lindeberg, 1994; Haar Romeny, 1994;...

¹An earlier version of this chapter has been published in a conference proceeding (Sporring and Weickert, 1997). The current version is resubmitted for a journal publication as: Jon Sporring and Joachim Weickert, “Information Measures in Scale-Space”.

Sporring et al., 1997) and the references therein.

Besides multiscale ideas, also information theoretical concepts such as the Shannon Wiener entropy (Shannon and Weaver, 1949; Wiener, 1948), Rényi's generalized entropies (Rényi, 1976c; Rényi, 1976a; Rényi, 1976b), and the Kullback Leibler distance (Kullback and Leibler, 1951) have made contributions to image analysis; for instance Brink and Pendock (Brink and Pendock, 1996), Brink (Brink, 1996), and Sahoo et al. (Sahoo et al., 1997) have used them for local image thresholding, and Vehel et al. (Vehel, 1998) and Chaudhuri and Sarkar (Chaudhuri and Sarkar, 1995) study images in a multifractal setting. It is not difficult to see that the generalized entropies, the multifractal spectrum, the gray-value moments and the gray-value histogram itself are equivalent representations: they can be transformed into each other by one-to-one mappings. More details can be found in Section 7.7.

Since scale-spaces simplify images, it is only natural to investigate their simplification properties in terms of information measures. Already in 1949, Shannon mentioned that the Shannon Wiener entropy decreases under averaging transformations (Shannon and Weaver, 1949, p. 52). In 1993 Illner and Neuhauser (Illner and Neuhauser, 1993) studied a biased diffusion process, where the original image evolves towards a background image \( b \) along a path where its Kullback Leibler distance with respect to \( b \) increases monotonically. Jägersand (Jägersand, 1995) used the Kullback Leibler distance in linear scale-space for focus of attention. Oomes and Smeulders (Oomes and Smeulders, 1996) used the entropy relative to a background measure to estimate the size of objects in images. Sporring (Sporring, 1996) applied the Shannon Wiener entropy in linear scale-space to perform scale selection in textures and showed the monotone behaviour using concepts from thermodynamics. Weickert (Weickert, 1998) proved monotony of the Shannon Wiener entropy in linear and nonlinear diffusion scale-spaces by regarding it as a Lyapunov functional. Lyapunov functionals have been used for scale-space synchronisation (Niessen et al., 1997) and for a uniform sampling of the scale axis with respect to its information content (Weickert et al., 1997b; Niessen et al., 1998). Peleg et al. (Peleg et al., 1984) used the fractal dimension in a morphological scale-space to study texture. Ro-
7.2 A Short Introduction to Scale-Spaces

The images considered in this work are all discrete, but for simplicity we will in this section introduce two scale-spaces in the continuous setting. Discrete scale-space aspects are discussed by Lindeberg (Lindeberg, 1994) for the linear framework, and by Weickert (Weickert, 1998) for the nonlinear setting. Scale-spaces can be considered as an alternative to traditional smoothing methods from statistics (Simonoff, 1996).

In scale-space theory one embeds an image \( p(x) : \mathbb{R}^2 \rightarrow \mathbb{R} \) into a continuous family \( \{ p(x,t) \mid t \geq 0 \} \) of gradually smoother versions of it. The original image corresponds to the scale \( t = 0 \), and increasing the scale should simplify the image without creating spurious structures. Since a scale-space creates a hierarchy of the image features, it constitutes an important step from a pixel-related image description to a semantical image description.

It has been shown that partial differential equations are the suitable framework for scale-spaces (Alvarez et al., 1993). The oldest and best studied scale-space obtains a simplified version \( p(x,t) \) of \( p(x) \) as the solution of the linear diffusion process with \( p(x) \) as initial value.

\[
\frac{\partial p}{\partial t} = \Delta p + \partial_x x \partial_t p,
\]

(7.1)

\[
p(x, 0) = p(x),
\]

(7.2)

where \( x = (x_1, x_2) \). It is well known from the mathematical literature that the solution \( p(x,t) \) can be calculated by convolving \( p(x) \) with a Gaussian of standard deviation \( \sigma = \sqrt{2t} \).

\[
p(x,t) = (G_t * p(x),
\]

(7.3)

\[
G_t(x) = \frac{1}{4\pi t} e^{-\frac{|x|^2}{4t}}.
\]

(7.4)

This process is called Gaussian scale-space or linear scale-space. It was first discovered by Iijima (Iijima, 1962; Weickert et al., 1997a) and became popular two decades later by the work of Witkin (Witkin, 1983) and Koenderink (Koenderink, 1984). A detailed treatment of the various aspects of Gaussian scale-space theory can be found in (Lindeberg, 1994; Florack, 1997; Sporring et al., 1997) and the references therein.

Unfortunately, Gaussian smoothing also blurs and dilates semantically important features such as edges. This has triggered people to study nonlinear scale-spaces. Perona and Malik (Perona and Malik, 1990) proposed to replace the linear diffusion equation (7.1) by the nonlinear diffusion process

\[
\frac{\partial p}{\partial t} = \nabla \cdot (g(|\nabla p|) \nabla p).
\]

(7.5)
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where $\nabla = (\partial_x, \partial_y)^T$, and the diffusivity $g(|\nabla p|)$ is a decreasing function in $|\nabla p|$. The idea is to regard $|\nabla p|$ as an edge detector and to encourage interregional smoothing over intraregional smoothing; thus locations where the gradient is large have a large likelihood of being an edge, and the diffusivity is reduced.

In our experiments we consider a nonlinear diffusion process where the diffusivity is given by (Charbonnier et al., 1994)

$$g(|\nabla p|) := \frac{1}{\sqrt{1 + |\nabla p|^2/\lambda^2}} \quad (\lambda > 0),$$

(7.6)

Such a choice guarantees that the nonlinear diffusion filter is well-posed.

This is one of the simplest representative of nonlinear scale-spaces. Overviews of other nonlinear scale-spaces can be found in (Weickert, 1998; Haar Romany, 1994).

7.3 Generalized Entropies

Let us now consider a discrete image $p = (p_1, \ldots, p_N)^T$, where $p_i > 0$ for all $i$. Note that a single index is used for the two-dimensional enumeration of pixels. Its family of generalized entropies is defined a

$$S_{\alpha}(p) := \frac{1}{1 - \alpha} \log \sum_{i=1}^N p_i^\alpha$$

(7.7)

for $\alpha \neq 1$. The limit from left and right at $\alpha = 1$ is the Shannon Wiener entropy,

$$S_1(p) = -\sum_{i=1}^N p_i \log p_i,$$

(7.8)

and we might thus as well consider it as part of the continuum. The parameter $\alpha$ is called information order.

Let the vector-valued function $p(t) = (p_1(t), \ldots, p_N(t))^T$ be the linear or nonlinear scale-space extension, where the continuous parameter $t$ denotes scale. These scale-spaces can be obtained by a spatial discretization of Equation 7.1 or 7.5 with reflecting boundary conditions.

We will now discuss some details of the mathematical structure of generalized entropies.

**Proposition 7.1.** The generalized entropies are decreasing in $\alpha$.

**Proof.** Follows immediately from (Rényi, 1976c; Hentschel and Procaccia, 1983).

**Proposition 7.2.** The generalized entropies $S_{\alpha}(p(t))$ are increasing in $t$ for $\alpha > 0$, constant for $\alpha = 0$, and decreasing for $\alpha < 0$. For $t \to \infty$, they converge to the zeroth order entropy $S_0$.

**Proof.** The proof is based on a result from (Weickert, 1998, Theorem 5): For a discrete image $p(t)$, which is obtained from a spatially discrete diffusion scale-space, the following holds. The expression

$$\Phi(p(t)) := \sum_{i=1}^N r(p_i(t))$$

(7.9)

is decreasing in $t$ for every smooth convex function $r$. Moreover, $\lim_{t \to \infty} p_i(t) = 1/N$ for all $i$.

Using this we first prove the monotony of $S_{\alpha}$ with respect to $t$. Let $\alpha > 1$ and $s > 0$. Since $r(s) = s^\alpha$ satisfies

$$r^\alpha(s) = \alpha(\alpha - 1)s^{\alpha-2} > 0,$$

(7.10)

it follows that $r$ is convex, thus

$$\Phi(p(t)) = \sum_{i=1}^N r(p_i(t)) = \sum_{i=1}^N p_i^\alpha(t)$$

(7.11)
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is decreasing in \( t \) and

\[
S_{\alpha}(p(t)) = \frac{1}{1 - \alpha} \log \Phi(p(t)) \tag{7.12}
\]

is increasing in \( t \).

Similar reasoning can be applied to establish monotony for the cases \( 0 < \alpha < 1 \) and \( \alpha < 0 \).

For \( \alpha = 1 \) we obtain the Shannon Wiener entropy for which monotony has already been shown in (Weickert, 1998).

Let \( \alpha = 0 \). Then

\[
S_0(p(t)) = \log \sum_{i=1}^{N} p_i^0(t) = \log N = \text{const.} \quad \forall t. \tag{7.13}
\]

To verify the asymptotic behaviour of the generalized entropies we utilise \( \lim_{t \to \infty} p_i(t) = 1/N \). For \( \alpha \neq 1 \) this gives

\[
\lim_{t \to \infty} S_{\alpha}(p(t)) = \frac{1}{1 - \alpha} \log \sum_{i=1}^{N} \frac{1}{N^\alpha} = \log N = S_0, \tag{7.14}
\]

and \( \alpha = 1 \) yields

\[
\lim_{t \to \infty} S_1(p(t)) = -\sum_{i=1}^{N} \log \frac{1}{N} = \log N = S_0. \tag{7.15}
\]

This completes the proof. \( \square \)

The following smoothness results constitute the basis for studying derivatives of generalized entropies as will be done in Section 7.4.

**Proposition 7.3.** The generalized entropies are \( C^\infty \) for \( \alpha \neq 1 \) and at least \( C^1 \) in \( \alpha = 1 \). For linear scale-space they are \( C^\infty \) in \( t \), and for the nonlinear scale-space they are \( C^1 \) in \( t \).

### Information Measures in Scale-Spaces

**Proof.** In order to prove smoothness with respect to \( \alpha \), we first consider the case \( \alpha \neq 1 \). The \( S_\alpha \) is the product of the two \( C^\infty \) functions \( \frac{1}{1 - \alpha} \) and \( \log \sum_{i=1}^{N} p_i^\alpha \), and thus also \( C^\infty \) in \( \alpha \).

The smoothness in \( \alpha = 1 \) is verifiedly applying l’Hôpital’s rule. Straightforward calculations show that

\[
\lim_{\alpha \to 1} \frac{\partial S_\alpha}{\partial \alpha} = \frac{\sum_{i=1}^{N} p_i (\log p_i)^2 - (\sum_{i=1}^{N} p_i \log p_i)^2}{2}. \tag{7.16}
\]

Thus \( \frac{\partial S_\alpha}{\partial \alpha} \) exists and \( S_\alpha \) is in \( C^1 \).

For linear scale-space, \( C^\infty \) in \( t \) follows directly from the fact that \( G_t(x) \) is in \( C^\infty \) with respect to \( t \). In the nonlinear case, \( C^1 \) in \( t \) is a consequence of the fact that the solution \( p(t) \) is in \( C^1 \) with respect to \( t \). This is proven in (Weickert, 1998, Theorem 4).

\( \square \)

Figure 7.1 illustrates the monotony of the generalized entropies both in scale and order for both scale-spaces. The figures have been created by finite difference algorithms which preserve the monotonic properties established in this section (Weickert et al., 1998).

7.4 Experiments

We will in this section demonstrate some applications for the generalized entropies in image processing. We will consider the change of entropies by logarithmic scale,

\[
c_\alpha(p(t)) := \frac{\partial S_\alpha(p(t))}{\partial (\log t)}, \tag{7.17}
\]

since this appears to be the natural parameter (at least for linear scale-space) (Koenderink, 1984). (Florack et al., 1992). (Lindeberg, 1994, section 8.7.1). (Sparr and Weickert, 1997). We emphasise that the generalized entropies are global measures and are thus best suited for images with homogeneous textures.
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Figure 7.1: Examples of some generalized entropies. TOP: A 512 x 512 gray-valued image. BOTTOM LEFT: Generalized entropies in linear scale-space. From top to bottom \( \alpha = 1, 34, 67, 100 \). BOTTOM RIGHT: Ditto for nonlinear scale-space.

7.4.1 Shannon–Wiener Entropy and Zooming

This section analyses the zooming behaviour of the Shannon–Wiener entropy in linear scale-space.

Figure 7.2 (top left and right) shows images from a laboratory experiment: The camera is placed fronto-parallel to a plane with a simple texture: pieces of paper with discs arranged in a regular manner. A sequence is produced as a series of increasing zoom values. In Figure 7.2 (bottom) we plot the scale \( \sigma = \sqrt{\sigma^2} \) of the point of maximum entropy change against the mean size of the discs. As can be seen the relation is close to linear. It appears that in linear scale-space the point of maximal entropy change by logarithmic scale corresponds to the size of the dominating image structures.

7.4.2 Spatial Extent of Structures

In this section we show that the scaling behaviour in linear scale-space carries over to the generalized entropy and that they can be used to simultaneously measure the size of light and dark structures. We shall also see that the latter cannot be done with the Shannon–Wiener entropy.

The idea is as follows: The definition of the generalized entropies implies that entropies for large positive \( \alpha \) focus on high gray values (white areas), while for large negative value they analyse low gray values (dark areas).

We expect that \( c_\alpha(p(t)) \) is especially high for structures of diameter \( d \), where the variance \( \sigma^2 = 1/2 \) of the Gaussian is close to the variance of the structures. Let us for simplicity consider disc shaped structures. The second radial moment of a disc of diameter \( d \) is\(^2\):

\[
\sigma^2 = \int_0^{2\pi} \int_0^{d/2} r^2 \frac{1}{\pi(d/2)^2} \, dr \, d\phi = \frac{d^2}{8}.
\]

\(^2\)After the defense I have realized that there is probably an error of a factor 2 in the equation and the experiment below. The second radial moment is equivalent to calculating the trace of the covariance matrix, and since the trace for an isotropic Gaussian is \( 2\sigma^2 \), equation 7.18 should probably be \( 2\sigma = \ldots \).
Hence we expect a light (or dark) structure of diameter $d$ to have a significant entropy change by logarithmic scale at time $\sigma^2/2 = d^2/16$. This size estimate remains qualitatively correct for non-disc structures. In this case, it gives the size of the largest minimal diameter.

Figure 7.3 shows the result of a performance analysis. The size estimate (7.18) has been applied to a number of simple sinusoidal images with structures (half wavelengths) between 1 and 257 pixels. As can be seen in the bottom graph, for sufficiently large structures the estimated sizes are close to the true size. Although definition, the generalized entropies are not symmetric in order, both positive and negative orders have similar scaling behaviour which is close to linear.

In Figure 7.4 we show an experiment on a texture with a more complicated periodicity. This real image has been created by the Belousov-Zhabotinsky reaction (Jensen et al., 1998). From orders $\pm 20$ we find dominating low intensity values corresponding to a diameter 7.9, while the dominating high intensity values suggest structures of diameter 3.7. From this we conclude that the distance between the light spiral arms in the mean is approximately 7.9 pixels, and the width of the spiral arms is approximately 3.7 pixels. In spite of the fact that the disc model (7.18) is not very appropriate for the line like structure, the size estimates are in the correct order of magnitude.

The Shannon-Wiener entropy cannot be used for size estimation since it is a mixture of information from both light and dark areas. Thus does not allow for a distinction between foreground and background.

### 7.4.3 Fingerprints for Entropies in Scale-Space

Section 7.4.1 and 7.4.2 have shown that the scales of extremal entropy change carry significant information for selected information orders. Thus it would be interesting to introduce a compact description of the extremal changes for the continuum of information orders. In analogy with edge analysis in linear scale-space (Yuille and Poggio, 1986) we call such a description a fingerprint image. In Figure 7.5 are fingerprint images for two textures given, both in the linear and nonlinear scale-space. The fingerprint lines are the extrema of $c_0(p(t))$ in $t$. Our monotony results immediately imply the following consequences:

Figure 7.2: A zooming sequence. TOP: First and last image. BOTTOM: The $\sigma = \sqrt{2l}$ values maximising $c_1(p(l))$ versus the estimated disc sizes.
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Figure 7.3: Scaling behaviour and size estimation with generalized entropies. TOP LEFT: Test image generated by \(257^2 (1 + 0.6 \cos(\omega x_1) \cos(\omega x_2))\) with \(\omega = 9\pi/257\). TOP RIGHT: The corresponding \(c_\alpha(p(l))\) curves for \(\alpha = \pm 100\). Top curve is for positive order and bottom curve for negative order. BOTTOM: A double logarithmic plot of the true size versus the estimated size for various \(\omega\). The straight line depicts the truth, the circles the estimation from order 100, and the crosses for order -100.

Figure 7.4: LEFT: Spiral generated by a chemical reaction. RIGHT: Entropy changes for orders 20 (top curve) and -20 (bottom curve).

If there is only one fingerprint line for a given positive order, then it corresponds to a maximum (likewise to a minimum for negative orders); see also Figure 7.3. For almost all orders there will be an odd number of fingerprint line which correspond to alternating maxima and minima. This can be seen for instance in the middle right graph in Figure 7.5. For information order 00, the leftmost line is a maximum followed by alternating minima and maxima.

It appears that the location of the fingerprint lines is more stable over information orders for the nonlinear scale-space than for the linear one. Due to the reduced diffusivity of the nonlinear scale-space, the fingerprint lines are shifted towards higher scales.

7.5 Conclusions

In this paper we have investigated entropies as a means for extracting information from scale-spaces. This has lead to the following contributions.

- Monotony and smoothness properties for the Shannon Wiener
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Figure 7.5: Fingerprints of generalized entropies. TOP ROW: Two textures. MIDDLE ROW: Fingerprints for linear scale-space. BOTTOM ROW: Ditto for nonlinear scale-space.

Information Measures in Scale-Spaces

entropy and Rényi’s generalized entropies have been proven for the linear and a nonlinear diffusion scale-space. The proofs hold also for all other nonlinear diffusion scale-spaces treated in (Weickert, 1998).

- We have illustrated that the generalized entropies can be used to perform size measurements for periodic textures. This is not possible with the Shannon-Wiener entropy. We have proceeded to define a fingerprint image for entropies in scale-space and analysed some of its basic properties. The localisation of the fingerprint lines can be improved using nonlinear instead of linear scale-space.

The following topics appear promising for future work.

- In the context of texture analysis, it would be interesting to perform an in-depth study on the relation between the fingerprint topology and the structure of the texture.

- This paper has focused on the maximal entropy change by scale to estimate the size of image structures. The minimal change by scale, however, indicates especially stable scales with respect to evolution time. We expect these scales to be good candidates for stopping times in nonlinear diffusion scale-spaces.

- The entropies in this paper are global measures. For topics such as focal attention it would be interesting to study local variants of them.

It should be emphasized that the analysis carried out in this paper is directly transferable to the analysis of multifractals, gray-value moments, and gray-value histograms.
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7.7 Relations to Gray Value Moments, Histograms, and Multifractal Spectra

The gray-value moments of an image are defined as

\[ m_\alpha (p) = \sum_{i=1}^{N} p_i^\alpha. \] (7.19)

From the definition of \( S_\alpha \) in (7.7) it is clear that there is a one-to-one relation to \( m_\alpha \).

Let the image \((p_1, \ldots, p_N)^T\) consist of \( M \) distinct gray values \( v_1, \ldots, v_M \) occurring \( f_1, \ldots, f_M \) times. We may use this gray-value histogram \( f \) to rewrite the moments as

\[ m_\alpha (p) := \sum_{j=1}^{M} f_j v_j^\alpha. \] (7.20)

Considering the moments \( m_0, \ldots, m_{M-1} \) gives the relation:

\[
\begin{bmatrix}
    m_0 \\
    m_1 \\
    m_2 \\
    \vdots \\
    m_{M-1}
\end{bmatrix} =
\begin{bmatrix}
    1 & 1 & \cdots & 1 \\
    v_1 & v_2 & \cdots & v_M \\
    v_1^2 & v_2^2 & \cdots & v_M^2 \\
    \vdots & \vdots & \ddots & \vdots \\
    v_1^{M-1} & v_2^{M-1} & \cdots & v_M^{M-1}
\end{bmatrix}
\begin{bmatrix}
    f_1 \\
    f_2 \\
    f_3 \\
    \vdots \\
    f_M
\end{bmatrix}
\]

The system matrix is a so-called Vandermonde matrix. By induction over \( M \) the determinant can be shown to be

\[
\prod_{1 \leq n < m \leq M} (v_m - v_n).
\]
Chapter 8

Some Theorems on Continuous Histograms

This chapter discusses continuous histograms of one-dimensional functions. We define a continuous histogram by the first order structure of the function, and as such they seem to be one-to-one mappings of the function up to translation and mirroring. This is proven for a large class of functions including almost all uneven polynomials. We further show that if the function has an extremum, then the histogram can be used to find the first non-zero derivative of the function in almost all cases.

8.1 Why Study Continuous Histograms?

The gray-value histogram is a simple function with a wide range of applications. For example, in signal and image processing the shape of the histogram is used to reduce the number of function values or in the extreme case to segment the signal. In coding theory the histogram is used as a basis of code design, since the histogram dictates the lengths of the optimal codes. In this article we will examine the continuous histogram as the first step in obtaining a deeper understanding of the discrete histogram.

We will in the following examine the central importance of the discrete histogram in various fields, and thereafter introduce the continuous histograms as the limit of infinitely finely sampled discrete histograms.

8.1.1 Some One-To-One Relations with the Discrete Histogram

We will shortly digress on the relations in the discrete setting, since it is here easiest shown that gray-value histogram is equivalent to the spectrum of gray-value moments, the generalized entropies and the multifractal spectrum. An example of these representations for the random function in Figure 8.1 is shown in Figure 8.2.

Let \( \bar{g} = (g_1, \ldots, g_M)^T \) be a discrete function where \( g_m > 0 \) for \( m = 1, \ldots, M \). For each distinct function value \( y_1, \ldots, y_N \) of \( \bar{g} \) we may count the frequency of occurrence \( \bar{h} = (h_1, \ldots, h_N)^T \). We call \( \bar{h} \) the discrete gray-value histogram.

The gray-value moment of order \( \alpha \) is defined as (Gonzales and Woods, 1993),

\[
m_\alpha = \sum_{n=1}^{N} h_n y_n^\alpha, \tag{8.1}
\]
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The spectrum of moments $m_0, \ldots, m_{N-1}$ gives the following relation,

$$
\begin{bmatrix}
  m_0 \\
  m_1 \\
  \vdots \\
  m_{N-1}
\end{bmatrix} =
\begin{bmatrix}
  y_1^0 & y_2^0 & \cdots & y_N^0 \\
  y_1^1 & y_2^1 & \cdots & y_N^1 \\
  \vdots & \vdots & \ddots & \vdots \\
  y_1^{N-1} & y_2^{N-1} & \cdots & y_N^{N-1}
\end{bmatrix}
\begin{bmatrix}
  h_1 \\
  h_2 \\
  \vdots \\
  h_N
\end{bmatrix}.
$$

The above matrix $\{y_n^{\alpha}\}$ is a Vandermonde matrix. The matrix can be shown to be ill-conditioned but invertible for all $N$. This shows that the spectrum of moments and the histogram are equivalent representations.

For a discrete function $g$ the generalized entropy $S$ of order $\alpha$ is defined as (Rényi, 1976c; Rényi, 1976a; Rényi, 1976b),

$$
S_\alpha = \frac{1}{1-\alpha} \log \left( \sum_{m=1}^{M} (\frac{g_m}{c})^\alpha \right),
$$

where $c = \sum_{m=1}^{M} g_m$ is a constant. The generalized entropy is not defined for $\alpha = 1$, but the limit of $\alpha$ going to 1 from below or above can be seen to be $S_1 = -\sum_{m=1}^{M} (g_m/c) \log(g_m/c)$ by l'Hôpital's rule.

This function is usually taken as part of the generalized entropies.

Using $\sum_{m=1}^{N} h_m y_m^\alpha = \sum_{m=1}^{M} g_m^\alpha$ we rewrite (8.2) a

$$
m_\alpha = \exp ((1-\alpha) S_\alpha) c^\alpha.
$$

This demonstrates that the spectrum of moments and the generalized entropies are equivalent representations.

Finally, the one version of the multifractal spectrum is defined as the Legendre transform of $(\alpha - 1) S_\alpha$ (Halsey et al., 1986). The Legendre transform is invertible, hence the multifractal spectrum is equivalent to the generalized entropy.

8.1.2 Continuous Histograms

Continuous histograms are the limit of discrete histograms where the sampling both of space and intensity values is infinitely small. Consider a simple third degree polynomial. What happens to the discrete
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histogram, when the function is sampled at finer and finer resolution? In Figure 8.3 we see the evolution of a third degree polynomial as the number of sampling points is increased. Besides the interference between the two sampling rates causing the Moiré pattern, we see that the extrema for the polynomial give rise to pole like structures in the histogram.

In the limit of infinitely fine sampling, any analytical function will be dominated by the linear term. Let us therefore examine histograms of straight lines. Lines give rise to uniform histograms. In Figure 8.4 are two lines of different slope given. If we investigate the amount of a straight line that is projected onto an interval on the horizontal axis illustrated the two horizontal line we see that a line of high slope will have a smaller projection than a line with low slope. Particularly we see that the only lines that do not give uniform histograms are lines of zero slope. Zero slope lines project everything into a single point on the vertical axis. We make the following observations regarding the projection of straight lines:

- It is independent on the particular offset of the domain.
- Mirroring of the domain yields does not change the projection.
- Two lines with the same absolute slope have identical projections

Linear structures are the basis of all analytical functions, hence the above is easily generalized to all analytical functions.

We are thus motivated to use the following definition for continuous histograms.

**Definition 8.1 (Continuous Histogram).**

A continuous histogram of a monotonic, one dimensional function \( y = g(x) \), where \( g \in C^1 \), is defined as,

\[
h(y) = \frac{1}{|g'(x)|}
\]

A continuous histogram of a non-monotonic function is defined as the

---

Figure 8.3: A function and its histogram under different sampling rates. The function \( f(x) = (x - 2)(x - 10)(x - 18) \) is shown using 3, 33, and 513 sampling points on the horizontal axis. The histogram is shown using the same sampling rates as a projection onto the vertical axis. The interference between the two samplings causes the Moiré patterns especially noticeable in (c).
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Figure 8.4: Two lines of different slope and the density on the vertical axis. In (a) is shown a line with high slope and an interval of sampling on the vertical axis. In (b) is shown a corresponding line with low slope.

\[ h(y) = \sum_{x : g(x) = y} \frac{1}{|g'(x)|} \quad (8.3) \]

In Figure 8.5 and 8.6 are shown two examples of continuous histograms.

8.1.3 Final Introductory Remarks

The goal of this work is to show that the continuous gray-value histogram is a complete representation of a one dimensional function up to translation and mirroring.

Related to this article are reconstructions from zero-crossings in the image (Yuille and Poggio, 1983; Hummel and Moniot, 1989), reconstructions from the sign information of Fourier coefficients (Curtis et al., 1985), and reconstruction from Top-points (Johansen, 1997).

The process of studying continuous histograms of one dimensional functions is broken into several steps. Firstly, in Section 8.2, we study the histograms of monotonic functions. In the same section the results

---

Some Theorems on Continuous Histogams

Figure 8.5: A non-monotonic function, the elements in the sum of the histogram, and the continuous histogram for the function \( f(x) = x^3 - 64x \). The function is shown in (a) indicating the three monotonic pieces. In (b) is the contribution of each piece to the histogram, and in (c) is the continuous histogram shown.
are extended to partially injective functions. We prove that continuous histograms of partially injective functions uniquely define a function up to translation and mirroring of the domain. In the class of all polynomials, all odd degree polynomials have an injective neighbourhood, and are thus uniquely defined by their histogram up to translation and mirroring. The discussion on one dimensional functions that do not have an injective interval is split into two: Section 8.3 and 8.4. Section 8.3 will examine the algebraic structure available through the poles of the histogram, and Section 8.4 will discuss the analytical structure available in the poles. The uniqueness of the histograms for non-injective one dimensional functions is not proven, but it is conjectured to be true by the algebraic and analytical analysis performed.

8.2 Monotonic Functions

The simplest functions to reconstruct from histograms are monotonic functions. We will prove the following.

Proposition 8.1 (Histograms of Monotonic Functions).

Let \( g \) be a monotonic and analytical function. The continuous histogram of \( g \) is a full representation up to a translation and mirroring of the domain.

Proof. Assume the continuous histogram of \( g(x) \) is given by \( h(y) \). Since \( g \) is monotonic and analytic we may write the spatial coordinates of \( g \) as

\[
x(y) = x(y_0) + \int_{y_0}^{y} h(y) \, dy
\]

up to the offset \( x(y_0) \) and sign of \( g' \). Since the histogram is monotonic, we may write \( g(\pm x + x(y_0)) = x^{-1}(y) \). The arbitrary offset \( x(y_0) \) corresponds to an arbitrary translation and the sign to a mirroring of the domain. This completes the proof.

In Figure 8.7 is given an example of the continuous histogram of \( \tanh(x) \) and its corresponding reconstruction. In Figure 8.8 are the same functions shown for a monotonic interval of \( \cos(x) \). By the
Figure 8.7: The function $\tanh(x)$ in a limited interval (a), its continuous histogram (b), and the reconstructed function (c). Note that the reconstructed function differs only by a translation of the domain.

Figure 8.8: The function $\cos(x)$ in a limited interval (a), its continuous histogram (b), and the reconstructed function (c). Note that the reconstruction function differs by a translation and a mirroring of the domain.
reconstructed function from the histogram we see that the histogram represents the function up to translation and mirroring of the domain.

We will now examine a function which is partially injective.

**Definition 8.2 (Partially Injective Functions).**
An analytical one dimensional function \( g(x) \) is partially injective if there exists an interval \( Y \) such that if \( g(x_1) = g(x_2) \) and \( g(x_1) \in Y \) then \( x_1 = x_2 \).

For the class of partially injective functions we can use the above proposition to prove the following.

**Lemma 8.1 (Histograms of Partially Injective Functions).**
Let \( g(x) \) be a non-monotonic but partially injective function. The continuous histogram defines a class of functions differing from \( g(x) \) only by translation and mirroring of the domain.

**Proof.** By Proposition 8.1 we may reconstruct \( g \) in the injective neighbourhood up to translation and mirroring. Since \( g \) is analytic, the Taylor series for the neighbourhood will converge to \( g \). This completes the proof.

We note that the above lemma is valid for all polynomials of odd degree. Further, for the class of polynomials, it is always possible to identify the injective intervals, since the pole structure identifies the extrema.

### 8.3 Algebraic Structure of Poles

Extremal points of the function will give rise to poles in a continuous histogram. We will in the following two sections show that the structure of the poles is directly linked to higher order derivatives of the function at the extrema. In this section we will examine the algebraic structure of the pole and in the next section we will examine the analytical structure of the pole. As in the previous section we note that the histogram is invariant to translation and mirroring of the domain.

In Figure 8.5 and 8.6 is shown two third degree polynomials and their continuous histograms. As should be expected, we see in Figure 8.5 that for the maximum the pole is continuous from below and discontinuous from above and vice versa for the minimum. In Figure 8.6 we note that although there is no extremum, the derivative of \( g \) is zero and the histogram has a pole that is continuous both from above and below.

In a pole \( y_k \), the sum in (8.3) is completely dominated by the single term originating from the extremum \( g(x_1) \), and \( \lim_{y \to y_k} h(y)\frac{g'(x)}{g(x_1)} = 1 \).

This can be used to obtain the singularity structure in the extrema. Note that the limit taken in this and the following assumes a direction, i.e. from below for a maximum and above for a minimum. These directions can be inferred directly from the continuous histogram.

Although the continuous histogram \( h(y) \) is given as a function of \( y \) and not \( x \), its structure at poles \((x_k, y_k)\) reveals information on the spatial structure of \( g(x) \) at the singularity.

**Proposition 8.2 (Structure from Histogram).**
Let \( g(x) \) be an analytical function for which \( g'(x_1) = 0 \) and if \( g(x_1) = 0 \) and \( g(x_1) = g(x_k) \) then \( x_k = x_k \). Both the multiplicity \( m_k \) and the \( g^{(m_k+1)}(x_k) \) may be obtained directly from the histogram \( h(y) \).

**Proof.** Denote the known intensity values of the poles by \( y_k \), the corresponding unknown spatial positions of the extremas \( x_k \), the multiplicity \( m_k \) of each pole by \( m_k \), and the summand of the corresponding partial fraction by \( a_k \). These values can be found as follows: Obtaining \( y_k \) from the histogram is simply the process of noting the function values of the poles. In the neighbourhood of a pole the function is similar to \( g(x) = y = c_k x^{m_k + 1} \). Disregarding the constant we may find the multiplicity \( m_k \) using the inverse \( x = y^{1/(m_k+1)} \). The multiplicity is thus given as the smallest positive integer \( n \) for which,

\[
\lim_{y \to y_k} \frac{|y - y_k|^n}{n!} h(y) \leq \infty.
\]
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In practice however the limit cannot be handled correctly in a computer, and we are forced to examine the convergence to $y_k$.

To solve for the local structure we will translate the coordinate system and examine the extremum for $y = 0$. We will now examine the effect of the constant $c_k$ in $g(x) = y = c_k x^{m_k + 1}$. Write the histogram $s$, \[ \lim_{y \to y_k} h(y) = \sum_{x : g(x) = y} \frac{1}{|g'(x)| h(y)} = \frac{2^{\text{odd}(m_k)}}{(m_k + 1)|c_k| y^{m_k + 1}}. \]

where odd is the indicator function defined as \[ \text{odd}(m_k) = \begin{cases} 1 & \text{if } m_k \text{ is odd} \\ 0 & \text{if } m_k \text{ even} \end{cases}. \]

We see that the limit in $y$ is easily related to $c$ as:

\[ \lim_{y \to y_k} h(y) = \frac{2^{\text{odd}(m_k)}}{(m_k + 1)|c_k| y^{m_k + 1}}. \]

The above is easily generalised to $g(x) = y = c_k (x - x_k)^{m_k + 1} + y_k$ and related to the structure through \[ g^{(m_k + 1)}(x) = \pm (m_k + 1)! |c_k|. \]

If $m_k$ is odd, then the sign of $c_k$ can be obtained by a simple analysis of the connectivity structure of $h(y)$ as demonstrated by Figure 8.5. This completes the proof.

In the rest of this section we will study regular polynomials.

**Definition 8.3 (Regular Polynomial).**

A polynomial of degree $L$ for which the derivative has $L - 1$ real roots we call a regular polynomial.

In passing we note that all polynomials of finite degree can be made regular using the Heat Equation $\partial_t = \partial_x^2$ for some negative $t$. We will now discuss the following.

**Conjecture 8.1 (Histogram of Regular Polynomials).**

A one dimensional regular polynomial $y$ can be represented by the continuous histogram up to a translation and mirroring of the $x$-axis.

The histogram $h(y)$ of a regular $L$th degree polynomial $y = g(x)$, whose derivative has all real roots, will have $K$ poles each with a multiplicity $m_k$ such that $\sum_{k=1}^{K} m_k = L - 1$.

For a Regular Polynomial $g(x) = \sum_{k=0}^{L} a_k x^k$ we now have the following $2K + L - 1$ equations for $L + 1$ unknown $a_0, \ldots, a_L$,

\begin{align*}
    g(x_k) &= y_k, \\
    g'(x_k) &= \ldots = g^{(m_k)}(x_k) = 0, \\
    g^{(m_k + 1)}(x_k) &= \pm(m_k + 1)! c_k.
\end{align*}

Due to translational invariance we might as well fix $x_1 = 0$. Together with the constraints on the derivatives this immediately yields the following equations,

\[ g(x_1) = a_0 = y_1 \\
    a_1 = \ldots = a_{m_1} = 0 \\
    a_{m_1 + 1} = \pm(m_1 + 1)! c_1, \]

leaving $2K + L - 1 - 2m_1$ equations.

We see that when all roots are equal, $K = 1$ and $m_1 = L - 1$ implying zero unused equation, which proves this special instance of the conjecture. We will in the following subsections give two examples, where the conjecture is true.

8.3.1 Example: Regular Polynomial, One Extremum

For an example of the above consider the polynomial

\[ g(x) = \frac{1}{6} a_3 x^3 + \frac{1}{2} a_2 x^2 + a_1 x + a_0, \]

where $g'(x)$ has two real roots, i.e.

\[ g'(x) = \frac{1}{2} a_3 (x - x_1)(x - x_2). \]
for real $x_1$ and $x_2$.

A third degree regular polynomial with just one extremum has $x_1 = x_2$. Such a function and its histogram is drawn in Figure 8.6. The polynomial is monotonic and we may perform a Taylor expansion as mentioned earlier, but for the sake of illustration we will reconstruct algebraically. The values \( g(x_1) = y_1, m_1 = 2, g'(x_1) = g'(x_1) = 0; c_1 \) are all obtained from the histogram. Fixing $x_1 = 0$ we immediately get,

\[
\begin{align*}
  a_0 & = y_1, \\
  a_1 & = 0, \\
  a_2 & = 0, \\
  a_3 & = \pm 6c_1.
\end{align*}
\]

The unknown sign of $a_3$ is due to the undetermined mirroring.

### 8.3.2 Example: Regular Polynomial, Two Extrema

Let us continue with the example in (8.5) and now assume that $x_1 \neq x_2$. Such a function and its histogram is drawn in Figure 8.5. The polynomial has two extrema, and we hence create 3 monotonic pieces: $x \in (-\infty, x_1) \cup (x_1, x_2) \cup (x_2, \infty)$, assuming position of the two extrema to be $x_1 < x_2$. The values \( g(x_k) = y_k, m_k = 1, g'(x_k) = 0, c_k \) are all obtained from the histogram (the $x_k$'s are unknown). We set $x_1 = 0$ and get,

\[
\begin{align*}
  a_0 & = y_1, \\
  a_1 & = 0, \\
  a_2 & = 2c_1.
\end{align*}
\]

To solve for $x_2$ and $a_3$ we use

\[
\begin{align*}
  g(x_2) & = 1/6a_3x_2^3 + c_1x_2^2 + y_1 = y_2, \quad (8.6) \\
  g'(x_2) & = 1/2a_3x_2^2 + 2c_1x_2 = 0, \quad (8.7) \\
  g''(x_2) & = a_3x_2 + 2c_1 = 2c_2. \quad (8.8)
\end{align*}
\]

Using (8.7) and (8.8) we find $c_1 = -c_2$. Using (8.6) and (8.7) we get $x_2 = \pm \sqrt{3L / c_1}$. The coefficient $a_3$ may be calculated directly by (8.8).

Again we see an undetermined sign for the $a_3$ coefficient (equivalently $x_2$) corresponding to an undetermined mirroring of the domain.

### 8.4 Analytical Structure of Poles

One feature of non-partially injective functions is that they have at least one global extremum. If only one global extremum is present, then the continuous histogram degenerates to being a sum of only two terms. We will in this section try to take advantage of this. We have not been able to prove uniqueness in the sense of previous sections, but we will sketch an algorithm that has been implemented and appears to converge to the correct solution up to translation and mirroring of the domain.

Let $g(x)$ be an analytical function with one global extremum $(x_k, y_k)$ with multiplicity $m_k$. Without loss of generality we will assume that this is a global minimum. For a sufficiently small constant $\delta$ the continuous histogram $h$ is given by:

\[
 h(y_k + \delta) = \frac{1}{g'(x_k + \delta)} - \frac{1}{g'(x_k - \eta)},
\]

where the constants $\delta, \epsilon, \eta$ and $\eta$ are related through

\[
g(x_k + \epsilon) = g(x_k - \eta) = y_k + \delta.
\]

We now set $x_k = 0$ and analyse the histogram sufficiently close to $y_k$ such that only lower order terms of $g$ are detectable. More precisely, choose a $\delta$ such that the structure of $g$ is sufficiently represented by the following truncated Taylor series:

\[
g_L(x) = \sum_{l=0}^L \frac{a_l}{l!} x^l.
\]
8.5 Discussion

In the neighbourhood around $y_k$ we may solve for the left and right solution of the inverse function of $g_L$, obtaining approximations of $e_L(\delta) \approx \epsilon$ and $\eta_L(\delta) \approx \eta$. Analytical solutions of these are rather complicated and we will suffice with stating that only these two solutions exist for sufficiently small $\delta$, and that these can at least be found numerically. We can thus write an approximation to the histogram based on $g_L$:

$$h_L(y_k + \delta) = \frac{1}{g_L(e_L) - g_L(-\eta_L)}$$

Let us assume that the structure is known up to $L - 1$, hence that $a_L$ is the highest dominating term and unknown. For a given $a_L$ we may solve for $e_L(\delta)$ and $\eta_L(\delta)$, hence we may write the problem as a minimization of

$$E(a_L) = (h_L(y_k + \delta) - h(y_k + \delta))^2,$$

and seek the solution by gradient descent. We have not proven convergence, but the experiments we have performed indicate that at least for small polynomials, the above brute force method converges to the right solution.
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Chapter 9

On the Invariance of Saliency Based Pruning Algorithms

9.1 Introduction

For some function classes such as the feed forward neural networks, the number of parameters is very large when compared to the usual size of datasets to be fitted. To give an example, in the simplest universal feed forward network $f: \mathbb{R}^N \rightarrow \mathbb{R}^M$ (Hornik, 1989; Cybenko, 1989) the number of parameters grow as $d(M+N+1)$, where $d$ is the number of internal nodes (or hidden neurons).

To reduce complexity and increase generalization, a function class can be analyzed examining each individual parameter for its importance or saliency. The process of removing parameters based on saliency is known as pruning and is the subject of this chapter. We will illustrate how a specific pruning scheme, Optimal Brain Damage (OBD) (Cun et al., 1990), can be used to generate a similarity class of algorithms based on invariance, which in turn can be interpreted in a statistical manner as a Maximum A Posteriori (MAP) or information-theoretical code length functional, and it is thus shown how OBD can be interpreted in terms of the implicit prior on the function class, usually the feed forward networks.

Before we begin, the reader should note that although the foundations of MAP and coding are very different, there is in the idealized code length setting applied here, a one to one correspondence between the two. Idealized code lengths are determined through Shannon's entropy-inequality (Rissanen, 1989) as

$$L(\theta) = - \log P(\theta),$$

where $L$ is the code length for the particular entity $\theta$ and $P$ is its corresponding probability. Under the assumption that $P$ is known, there exists algorithms, such as the Huffman and especially the Arithmetic coding algorithm, that approach an equality of the above. Conversely, it is straightforward through the equality to design a probability distribution given a set of complete prefix codes. We are thus in this loose sense free to choose the formalism best suited for our needs.

9.2 Pruning

Fitting a function to a set of data points is often accomplished by minimizing an error function $E(\theta)$, where $\theta$ is the set of parameters. The definition of saliency as we use it in this chapter is the increase in $E$ when one or more parameters are removed, i.e. set to zero. The increase by removal of the parameter set $\{\theta_1, \ldots, \theta_n\}$ will be called $\Delta_{\{\theta_1, \ldots, \theta_n\}} E$, and an ordering is thus induced,

$$\Delta_{p_j} E \geq \Delta_{p_{j-1}} E \geq \Delta_{p_{j+1}} E$$

where we used the sloppy notation of $p_j$ to denote a set of parameters. The exact pruning decision performed is not of importance to the work presented in this chapter, as long as the decision is based only on the
9.3 Monotonic Transformations of Pruning Order

ordering. Generally the set of parameter removals that generate the lowest increase in the error function is pruned.

The exact increase is often too computationally expensive to evaluate, and for analytical error functions (usually implying analytical functions) the ordering may be estimated by a truncated Taylor series

\[ \Delta E(\theta, \Delta \theta) \equiv E(\theta - \Delta \theta) - E(\theta) = -\sum_i \frac{\partial E(\theta)}{\partial \theta_i} \Delta \theta_i + \frac{1}{2} \sum_i \sum_j \frac{\partial^2 E(\theta)}{\partial \theta_i \partial \theta_j} \Delta \theta_i \Delta \theta_j - \ldots. \]

As an example, the error functional used in OBD is \( E = \sum_n (y_n - f(x_n))^2 \) for the data points \( \{x_n, y_n\} \) and the function \( f \), and the Taylor series for \( \Delta E \) is truncated to second order.

A mathematically as well as computationally convenient restriction is to consider only single parameter prunings. This reduces the number of sallencies to be computed to equal the number of parameters (not yet pruned), and it simplifies the Taylor series to

\[ \Delta_p E(\theta, \Delta \theta) = -\theta_p \frac{\partial E(\theta)}{\partial \theta_p} + \frac{1}{2} \theta_p^2 \frac{\partial^2 E(\theta)}{\partial \theta_p^2} - \ldots, \]

for each parameter \( \theta_p \). Note that in this case, \( \Delta \theta = [0, \ldots, 0, \theta_p, 0, \ldots, 0]^T \).

How well the truncated Taylor series approximates \( \Delta E \) is usually ignored in the literature. Further, the ordering itself does not indicate to what extent the pruning is to be continued. This must be determined by exterior constraints such as generalization maximization, see e.g., (Sparring, 1995; Svarer et al., 1993; Rasmussen, 1993) and the references therein and many others.

9.3 Monotonic Transformations of Pruning Order

For the simplicity of the following argument we will investigate single parameter pruning algorithms, but note that the results holds for multi
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parameter prunings as well. Assume that we have an ordering of the parameters such that,

\[ \Delta_{p_j} E \geq \Delta_{p_i} E \geq \Delta_{p_{i+1}} E. \]

It is at once noticed that since monotonic transformation with positive slope preserve inequality, the above ordering is also unaffected,

\[ T(\Delta_{p_j} E) \geq T(\Delta_{p_i} E) \geq T(\Delta_{p_{i+1}} E). \]

I.e., continuous transformation \( T : \mathbb{R} \rightarrow \mathbb{R} \) with \( \partial_x T \geq 0 \) for all \( x \) does not affect the pruning order. We will now study a linear transformation \( T(\Delta E) = a \Delta E + b \), for constants \( a \geq 0 \) and \( b \), and show that the pruning algorithms described in this chapter can be interpreted in terms of a model expectancy.

Examine the following function,

\[ L(\theta) = \alpha E(\theta) + \sum_i \beta_i \log |\theta_i| + \gamma, \quad (9.1) \]

where \( \alpha, \beta_i, \gamma \) are constants. \( \alpha \) must be greater than or equal zero, and the set of \( \beta_i \)'s must be chosen such that the saliency order is not disturbed. Generally, we will assume that \( \beta_i = 0 \) when \( \theta_i = 0 \) and use the convention that \( 0 \log 0 = 0 \).

**Proposition 9.1 (Existence).** For \( \alpha > 0 \) and a constrained set of \( \beta_i \)'s \( L \) preserves the pruning order of any analytical error function \( E \) in a Taylor series truncated to finite order.

**Proof.** The proof is given in Section 9.7.

**Proposition 9.2 (Uniqueness).** For \( \alpha > 0 \) and a constrained set of \( \beta_i \)'s \( L \) is the only functional of any analytical error function \( E \) for which the change of \( L \) is a linear function of the change of \( E \) in the Taylor series truncated to finite order.

**Proof.** See Section 9.8 for the proof.
9.3 Monotonic Transformations of Pruning Order

There are several key points to notice. First of all, the particular set of $\beta_j$'s where $\beta_j = \beta$ for all $j$ does not upset the pruning order. To see this, write the constraints on $\beta_j$ as (Equation 9.3),

$$\alpha \frac{\Delta_{p_{j-1}} E - \Delta_{p_j} E}{\sum_{j=1}^{J-1} j^{-1}} - \beta_{j-1} \geq -\alpha \frac{\Delta_{p_{j+1}} E - \Delta_{p_j} E}{\sum_{j=1}^{J-1} j^{-1}} - \beta_{j+1}$$

where $J$ is the truncation order. For identical $\beta_j$'s the original order is retained.

Secondly, this particular choice of identical constants $\beta_j$'s is precisely the limit for the truncation order going towards infinity, since the sum in the denominator will tend to infinity as $J \to \infty$ and hence the band of different allowable $\beta_j$'s will tend to zero, i.e., $\beta_j \to \beta$ for all $j$ as $J \to \infty$.

Finally, if $E$ is an analytical function the $L$ is too. We have a semi-group property in the sense that we can define two sequential non-pruning disturbing extensions as in Equation 9.1 and get a third non-disturbing pruning. Thus define $L'$ a

$$L'(\theta) = \alpha L(\theta) + \sum \beta_i \log |\theta_i| + \gamma,$$

with a new set of constants chosen as prescribed previously, but this time based on $L$ instead of $E$. This is of course just

$$L'(\theta) = \alpha \alpha' E(\theta) + \sum (\alpha' \beta_i + \beta_i') \log |\theta_i| + \alpha' \gamma + \gamma'.$$

Again we see that the requirements to be fulfilled are

$$\alpha \alpha' \frac{\Delta_{p_{j-1}} E - \Delta_{p_j} E}{\sum_{j=1}^{J-1} j^{-1}} - \alpha' \beta_{j-1} - \beta_{j-1} \geq -\alpha' \beta_j - \beta_j'$$

$$\geq \alpha \alpha' \frac{\Delta_{p_{j+1}} E - \Delta_{p_j} E}{\sum_{j=1}^{J-1} j^{-1}} - \alpha' \beta_{j+1} - \beta_{j+1}$$

and for $\beta_j = \beta$ and $\beta_j' = \beta$ this requirement is trivially fulfilled. Note that this is a different approach than choosing two different sets of $\beta_j$'s both chosen from the same analytical function and then combined. This last approach is in general not a pruning order invariant.

9.4 A Prior of Salience Based Pruning Algorithms

We will now examine the choice of $\beta_j = 1$ for all $j$. Equation 9.1 can be interpreted in the coding setting as the sum of code lengths of the noise model and the parameter model, and in the MAP setting as minus the logarithm of the noise probability times the prior,

$$L = L(\mathcal{D}|\theta) + L(\theta) = -\log P(D|\theta) - \log P(\theta),$$

where,

$$P(D|\theta) = \exp(-\alpha E(\theta) - \gamma_0).$$

In the example of OBD, $E$ is the sum over data points of the square of the $L_2$ norm, and this can be interpreted as a normal product distribution with a unit standard deviation, and

$$P(\theta) = \exp(\gamma_1) \prod_i |\theta_i|^{-\delta},$$

$$\approx \exp(\sum_i -\log \eta - \log |\delta \theta_i| - \log \log |\delta \theta_i| - \ldots),$$

where $\gamma = \gamma_0 + \gamma_1, \eta$ is a normalization constant, $\delta$ is the discretization constant to truncating reals into integers, and $|\cdot|$ is the truncation operator. The sum is continued just until the repeated logarithm yields a negative number. This last equation is also known as Rissanen's Universal Distribution of Integers (Rissanen, 1989) and most clearly demonstrates the difference between coding and the MAP methods. While the MAP methodology is best suited for continuous distributions, such as Jeffrey's semi-prior $\gamma/|\theta_i|$ (Jaynes 1968), the problems of normalization and discretization is much better handled in the coding methodology. The key difference between the two is that while Jeffrey's prior can only be implemented on a finite interval of the real axis in order for it to be normalized, Rissanen's distribution is normalizable for all countable sets like the set of all positive integers. Hence using Jeffrey's prior one is concerned with the interval size $D$ in order to evaluate the normalization constant $\gamma = \int \frac{1}{x} dx$, while one's
9.5 Conclusion

This paper has demonstrated that a large class of saliency-based pruning methods, where the saliency is calculated from analytical functions, can be used to generate a similarity class of pruning algorithms all having the same pruning order. The (in a sense most) general extension in this similarity class is used to interpret OBD in terms of Bayesian Maximum A Posteriori (MAP) or code-length functionals and aPrior has thus been made explicit. This is found to be Jeffrey's Prior (Jaynes 1968), which is a very natural un-committed result for the following reasons:

- Jeffrey's Prior is scale invariant in the sense that it assigns equal probability mass to the intervals 1–10, 10–100, etc., it is also the basis of what is known as Benford's law, which although surprising has been empirically validated on numerous datasets of very different nature, see e.g. (Buck et al., 1993).

- A very close relative, Rissanen's Universal Distribution of Integers is frequently used in the coding industry and one can show (Rissanen, 1989) that it is an optimal code for large integers.

Finally we conclude that although OBD uses prior estimates, it is the parameter values of the prior that are large. It is a good un-committed choice in the view of the scale invariant properties of the implicit prior.
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9.7 Proof of Proposition 9.1

We will now prove that the change of $L$ (Equation 9.1) under certain restriction generates the same pruning order as the change of any analytical function $E$ up to any but finite truncation order in the Taylor series.

The change of $L$ can be written as,

$$\Delta L(\theta, \Delta \theta) = L(\theta - \Delta \theta) - L(\theta) = -\sum_i \frac{\partial L(\theta)}{\partial \theta_i} \Delta \theta_i + 1 \sum_{i,j} \frac{\partial^2 L(\theta)}{\partial \theta_i \partial \theta_j} \Delta \theta_i \Delta \theta_j - \ldots$$

Clearly, the mixed derivatives of the sum of the logarithms are zero, so we need only examine non-mixed terms. First we need to evaluate the $n$th derivative of $\log |z|$. For simplicity write $\log |z|$ as $1/2 \log z^2$, we will now prove by induction that

$$\frac{\partial^n}{\partial z^n} \log z^2 = (-1)^{n-1} (n-1)! z^{-n}.$$ 

Assume that the $n$th derivative is given as above. The $(n+1)$th derivative is then $\frac{\partial}{\partial z} \left(-1 \right)^{n-1} (n-1)! z^{-n} = -\left(-1\right)^n n! z^{-n-1}$. For $n = 1$, the first derivative is seen to be $\frac{1}{2} \log z^2 = \frac{1}{2} = \left(-1\right)^0 n! z^{-1}$, thus completing the proof.

The $j$th term in the Taylor expansion of $L$ is given as,

$$\sum_{i,j} \frac{\partial^2 L(\theta)}{\partial \theta_i \partial \theta_j} (\Delta \theta_i)^j (\Delta \theta_j)^j = \left( \begin{array}{c} \beta_p \frac{\partial E(\theta)}{\partial \theta_p} (\Delta \theta_p)^j \frac{\partial E(\theta)}{\partial \theta_p} (\Delta \theta_p)^j \end{array} \right).$$

We identify the first term to be $\alpha$ times the identical term in the Taylor expansion of $E$, and further because of the symmetry, i.e. $\Delta \theta_p = \theta_p$,
we quickly find that
\[ \Delta_p L(\theta, \Delta \theta) = \alpha \Delta_p E(\theta, \Delta \theta) - \beta_p \sum_{j=1}^{J} j^{-1}, \]
up to any finite truncation order \( J \). The \( \beta_j \)'s are to be chosen such that the pruning order is maintained, i.e., since \( \Delta_{p_i} E \geq \Delta_{p_i} \Delta_{p_{i+1}} E \) then so must \( \Delta_{j} L \) and thus for positive \( \alpha \),
\[ \frac{\Delta_{p_i} E}{\sum_{j=1}^{J} j^{-1}} - \beta_{i+1} \geq -\beta_{i} \geq \frac{\Delta_{p_{i+1}} E}{\sum_{j=1}^{J} j^{-1}} - \beta_{i+1}. \] (9.3)
This completes the proof.

### 9.8 Proof of Proposition 9.2

We will show that \( L \) of Equation 9.1 is the unique function that generates linear invariance to the change of any analytical function \( E \).

A linear transformation of the change in error \( E \) must have the form,
\[ \Delta L(\theta, \Delta \theta) = a \Delta E(\theta, \Delta \theta) + b, \]
where \( a \) and \( b \) are constants. We will now investigate the possible functions in the Taylor description for \( a \) and \( b \).

The constant \( a \) is a scaling constant and it is trivially seen that if \( a \) is a function of \( \theta \) and \( \Delta \theta \) then the contribution can be eliminated by an opposite term in \( b \). We will thus assume \( a \) to be a positive constant.

The constant \( b \) is another matter. We are faced with the choice of a function \( h \) such that
\[ L(\theta) = aE(\theta) + h(\theta) + c \]
which in the Taylor series behaves such that
\[ b = \sum_{j=1}^{J} (1)^j \frac{\partial^j h(\theta)}{j!(\partial \theta_p)^j} (\theta_p)^j. \]
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is a constant for arbitrary but finite \( J \). The first order terms constrain the problems to sums of functions of only one parameter. Thus either \( h \) is independent on \( \theta_p \) or,
\[ \frac{\partial^j h(\theta)}{(\partial \theta_p)^j} = b_p \frac{1}{(\partial \theta_p)^j} \]
for any \( j \) and \( p \), and constants \( b_p \) restricted as discussed in Section 9.7. Thus
\[ h(\theta) = \sum_{i} b_i |\theta_i| + b_0 \]
is the only solution for arbitrary constant \( b_0 \). This completes the proof.
Chapter 10

Measuring and Modelling Image Structure: Summary

One basic problem in image processing is that of scale: Objects in images do not have predefined sizes. A general purpose image processing algorithm should thus be adaptable to handle objects of a range of sizes. A second basic problem is that of resolution: The resolution and pixel configuration of an image is most often set by the physics of the imaging device. A general purpose image processing algorithm should hence take into account the arbitrariness of the resolution and the configuration of the pixel grid.

Linear scale space is a very useful tool to handle the above mentioned problems, as illustrated by Chapters 3 and 5 of this thesis. Linear scale space is not the only candidate, but it is the only one that is linear (through the convolution operator), and it seems that it is the easiest to apply in image analysis. For example, differential geometric operators are very general and useful tools for image processing, and it is easy to design algorithms using such operators by linear scale space. Unfortunately, linear scale space dislocates features in images, and this forces one to consider the scaling behaviour and the catastrophe structure of the feature under consideration. An example of this is given in Chapter 4. Another approach is to design scale-spaces which reduce the amount of dislocation. These are all non-linear scale-spaces, and one is studied in Chapter 7.

Scale-spaces are often considered pre-processing algorithms preparing the input for a modelling phase. This thesis has demonstrated several models. In Chapter 3 was a Hough Transform of spirals and target patterns designed for the task of tracking a dynamical chemical system, and in Chapter 5 we designed an almost one dimensional contour representation for the coding of black and white blobs. These two examples both use models of the image data, but they differ in one important fact: The model for the spirals and target patterns was designed to be a feature for human inspection, while the contour representation was designed to choose a single and complete representation of the image.

Analysing dataset via a model implies that the dataset is bisected into a model and a residual or noise part. The justification for such a perspective is that datasets obtained from physical sources are always a mixture of something deterministic and stochastic. For example even the best imaging technique will contain electric noise and discretization effects. The balance between model and noise can only be learned by example, and in the general case there does not seem to be any justification for attributing more importance to either of the model or the noise. In the general case we are thus forced to examine a model selection scheme that explicitly does not favour one over the other. The minimum description length scheme uses compression terminology to choose models, hence enforcing a common representation of the model and the noise, and thus enforcing a proper balancing of the two. This perspective is examined in the practical setting in Chapter 5 and in the theoretical setting in Chapter 9.

The basis of information theory is the entropy function, which measures the uncertainty of a stochastic source by its distribution. The concept of uncertainty is very important and has a widespread use. We have in this thesis worked with a generalization of the entropy called the generalized entropies, which is a family of uncertainty measures,
and which are all functions of the distribution of the stochastic source. One fundamental property of the entropies is that they do not include information on the spatial relations between points in the distribution. Conversely, scale-spaces on a distribution perform information reducing operation using the local spatial structure of the distribution. We have thus been led in Chapter 7 to study the interplay between entropies and scale-spaces. One major result has been that the generalized entropies are monotonic in scale, and hence may be used as a measure of causality in the sense of Koenderink (Koenderink, 1984). Although the entropies in scale-space seem simple, they also seem to be applicable in analysing spatial structures of distributions (such as images). We have examined this for the linear scale-space through the intuition that given a point of scale, a small change will tend to have the largest effect on objects of sizes comparable to the particular scale. While we do not have any analytical justification for the intuition, we have illustrated it for several examples, and relates the results to sizes of objects in the images.

A possible property of the scale space extension of the generalized entropies is that they might describe the function or distribution up to a simple group of actions. This was the starting point for the analysis of histograms. It very quickly became apparent, that the evolution of the discrete histograms was rather complicated and we sufficed with a study of continuous histogram without a scale parameter. For continuous histograms of one dimensional functions we succeeded in Chapter 8 in proving that for a large class of functions, called partially injective, the histogram indeed describes the function completely up to translation and mirroring. Non partially injective functions were then shown to have strong bindings through the histogram, but we were not able to prove the identical result for this class of functions. It is the opinion of this author, that there still remains much to be said in this context, but that the methods used to analyse the continuous histogram might not easily be translated to analysis of discrete histograms.

Finally, in Chapter 9 we use information theoretic arguments to study a well-known model selection algorithm. Although this is not directly related to image processing, the intent has been to demonstrate that many algorithms can be interpreted in a modelling perspective.

Thus even if we build an image processing algorithm that does not make use of the minimum description length or maximum a posteriori formalism, we may often attribute a priori to the model class anyway, and we have hence implicitly used one.
Appendix A

Some Open Problems

This thesis does in no way cover all aspects of scale-space and information theory. We have however along the way stumbled onto a number of seemingly important open questions, which we either have judged as being too hard to solve for us, or to be outside the time scope of the thesis. This list is intended to suggest future fields of study, and I’ve mainly included it in the thesis for my own enjoyment. The questions that I have encountered frequently in the past three years are:

Curvature functions generating closed contours
For Chapter 5 we initially analysed the space of curvature functions, since these capture essential parts of shape. For coding purposes these have one major advantage compared to the implementation presented and the works of others: Curvature functions of contours in two dimensional images are one dimensional functions. This is an advantage since as a general rule we may assume that one dimensional functions have shorter description length than two dimensional functions describing the same object. However, the curvature functions we are interested in are only those describing closed contours, and for coding purposes it is therefore important to be able to distinguish these from all curvature functions. It is for instance not at all likely, that a spline approximation of a curvature function corresponds to a closed contour. Even such fundamental questions as the enumerability and measure of this subset of curvature functions we have not been able to establish.

Minimum description length and scale-space
Minimum description length or its cousin maximum a posteriori, have been used with success for model selection. It is, however, not clear, how the simplification properties of scale space is to be incorporated into the formalisms. A desirable analysis would be the interplay between the complexity of the chosen model and the scale of the data. Consider the model class of truncated Taylor series. By the work of Nielsen (Nielsen, 1995) we know that scale-space damps terms exponentially by order. I.e. smoothing a dataset is equivalent to minimizing,

\[ E = \sum_{x} \left( (f(x) - g(x))^2 + \sum_{j} t^j \frac{\partial^j f(a)}{\partial x^j} \right), \]

where \( f(x) \) is the resulting function, \( g \) is the original, and \( t \) is the scale. It thus seems plausible that the complexity of the model class should decrease exponentially with scale. Such a result is quickly established in the Fourier representation of periodic signals, but it is not clear how to generalize this to other function classes.

Analytical verification of scale selection paradigm
In Chapter 7 we used the point of maximal entropy change by logarithmic scale as a scale selection paradigm. It is however unsatisfying that this paradigm is not verified analytically even for simple functions. The main problem being the sum under the logarithm. This seems to be a hard problem.

Choice of local entropies
In Chapter 7 we studied the global behaviour of generalized entropies and their use in image processing. Carrying these methods to local neighbourhoods is desirable for example in segmentation by texture tasks. However, there exist several ways lo-
cal entropies may be defined, and it is not clear which is best. Theoretically, the problem is the monotonic behaviour of the generalized entropies in linear scale-space. Scale-space is an implementation of the physical process of heat diffusion. By the second law of thermodynamics, at least the entropy of the total distribution will be monotonic. This is definitely not the case locally. Hence it is not known if the change of entropies is the best function to study. Alternatively, we may define a separate scale-space for each local neighbourhood by extracting possibly overlapping sub-distributions, and apply the scale-space to this. Then will the monotonicity properties hold for each local neighbourhood, and we may do local size estimations and hence texture segmentation etc. The overall choice may depend on the task to solve.

**Non partially injective functions**

In terms of the effort we have put into the analysis of continuous histograms it is clear that we consider it important to prove the same result for non partially injective functions as we have for partially injective functions.

We thus end this thesis with a list of what we feel are interesting open questions connected to the work presented.
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Sammenfatning (Danish)

At måle og modellere billeder har været det centrale tema i denne afhandling. Vi har taget udgangspunkt i en målingsteori kendt som det Lineære Skalarum, og argumenteret for denne metodes anvendelighed i billedbehandling indenfor konventionelle billedhandlingsproblemer. Med den som udgangspunkt har vi også belyst fundamentale problemstillinger indenfor afhandlingens andet hovedtema: Informationsteori. Informationsteori blev først benyttet som et modelleringsværktøj, og derefter analyseret for dens skaleringsegenskaber ikke blot i det lineære skalarum, men også i en række ikke lineære skalarum.

Et billede består af pixelss arrangeret i et kvadrat. Pixelerne er hver især resultat af en måling, f.eks. aktiveres hvert billedelement i almindelige kameras af det indfaldne lys, så længe lukkemekanismen er åben. Billedbegrebet er meget bredt, således kan en-, to- og højedimensionelle data samt statistiske sandsynlighedsfordelinger betragtes som billeder.

Billedbehandling er altså metoder der anvender og behandler billeder. Nogle gange er det en fordel at betænke et billedbehandlingsprogram som et, der tager et billede som input og som output producerer et billede af samme format. Dog vil sådan et billedbehandlingsparadigme kun meget klodset kunne håndtere spørgsmål som: Er det et billede af et hus? Hertil ville man forvente et ja/nej svar, og ikke et billede. Skalarum falder derimod klart indenfor billedbe-


Studiet af de generaliserede entropier har rejst et væsentligt spørgsmål: Hvilke billeder vil have identisk spektrum af entropier paa alle skalaer? Begrænsner man sig til det oprindelige billede er svaret enkelt, idet spektret af generaliserede entropier er dogvalent med gråtone histogrammet. Altså vil alle billeder med samme gråtonehistogram have samme spektrum. Derimod er det endnu ikke lykkedes os at finde et definitivt svar for alle skalaer. Så første skridt analyserede vi i kapitel 8 gråtonehistogrammet af endimensionelle funktioner i græmen af meget fin opløsning, dvs. det kontinuerlige gråtonehistogram. For diskrete gråtonehistogrammer kan en hvilken som helst funktionsværdi ombyttes med en anden, uden at gråtonehistogrammet ændres. I det kontinuerlige gråtonehistogram er der derimod en direkte sammenhæng mellem gråtonehistogrammet og funktionens differentialkvotient. Det er dermed ikke muligt at ændre funktionen væsentligt uden også at ændre gråtonehistogrammet. Især for de analytiske funktioner, der i en lille omegne er injektive, blev det bevist at kun de endimensionelle funktioner, som er translationer og/eller spejlinger af hinanden, har identiske kontinuerlige gråtonehistogrammer. For de funktioner, som ikke har injektive omegne, fandt vi ikke et tilsvarende bevis. Det er dog sikkert, at mulige variationer af disse funktioner er stærkt begrænset af det kontinuerlige gråtonehistogram.


kan en sådan teoretisk analyse give inspiration til nye mål at basere modelvalg på som illustreret ved de kontinuerne histogrammer.
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neural networks, 153
noise, 22, 64
noise of derivatives, 68
non-generic, 73
OBD, 154
Occam's razor, 25
Ockham, William of, 25
optimal brain damage, 112, 153
osculating circle, 32
partially injective function, 145
pixel, 2
pole, 137, 145
prefix code, 154
pruning order, 156
pyramid, 13
regular polynomial, 147
reverse engineering, 7
rod model, 77
saliency, 153
sampling, 6
scale-space, 118
    linear, 17, 33, 52, 65, 118
    nonlinear, 7, 118
source, stochastic, 22, 103
spiral wave, 30
spine, 84
stochastic
    complexity, 85
    source, 22, 103
structure
    deep, 73, 82
    superficial, 73
superfluous structure, 73
target wave, 30
Taylor series, 22
    truncated, 150, 155
universal prior of integers, 91, 158
Vandermonde matrix, 131, 136